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SUMMARY

Social Network Analysis (SNA) has become the main method of research in contemporary sociology, an-
thropology, geography, social psychology, computer science and research organizations, as well as a widespread
theme for research and discussion. Research in several academic areas has shown that social networks operate on
many levels, ranging from families to nationalities, and play an important role in solving problems, working orga-
nizations, and succeeding on their own goals for the individual.

In western sociology, the network approach is used in an extremely wide range of studies. The phenomenon
of social capital, the relationship between corporations and non-governmental organizations, the ability to self-
organize within local communities, organized crime and labor migration, ethnic entrepreneurship and access to
resources, gender social networks and health, computer networks and the global economic system — this is only an
incomplete list of topics that are analyzed using the network theory.

With ready access to computing power, the popularity of social networking websites such as Facebook, and
automated data collection techniques the demand for solid expertise in SNA has recently exploded.

The number of Facebook users has exceeded two billion people. At the same time, the total number of users of
social media in the world has reached a new mark in three billion people.

The latest study by We Are Social and Hootsuite indicates that the number of social media users in the world
has reached a new level of 3 billion users.

Over the past 4 months, Facebook showed significant growth and reached 2,046 billion monthly active users.

YouTube took the second place in terms of the number of active users. The third place was taken by the What-
sApp application. Popular instant messengers such as WhatsApp and Facebook Messenger have increased their
audience, but currently, platforms do not provide data on individual markets.

The use of mobile devices continues to grow worldwide, and according to GSMA Intelligence, more
than 650,000 users are growing every day. Moreover, average smartphone users now consume more than
2.3GB of data each month with the help of a device. New figures suggest that mobile phones are the most
important device for two-thirds of the world’s population, and three-quarters of all smartphones run on
Android.
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This interdisciplinary course introduces students to the basic concepts and analysis techniques in SNA. Students
learn how to identify key individuals and groups in social systems, to detect and generate fundamental network
structures, and to model growth and diffusion processes in networks [1].

2.3GB

re 8 -
- | i ol i 8

. @ we
| Hootsuite" gre.




The social network analysis process involves four basic steps as shown in the graph on below:

* Define a goal, question or task.

* Collect data.

* Analyze the data.

* Interpret the results in order to complete your goal, answer your question, or solve your
task.

*Your goal
*Yourtask
*Your question

= Interpretation Data

s|ntervention Collection

Metwark
Analysis

In this course we will start with basic statistical descriptions of networks, analyze network structure, roles and
positions of nodes in networks, connectivity patterns and methods for community detection. In the second part of
the course we will discuss processes on networks and practical methods of network visualization.

We conclude the course with examples from social media mining [2].

Learning Objectives

The learning objective of the course «Social Network Analysis» is to provide students with essential knowledge
of network analysis applicable to real world data, with examples from today’s most popular social networks.



Learning outcomes

After completing the study of the discipline «Social Network Analysis» the student should:
* Know basic notation and terminology used in network science.

* Be able to visualize, summarize and compare networks.

 Understand basic principles behind network analysis algorithms.

* Be capable of analyzing real work networks.

The class meeting time will be centered on lecture, but will also include a substantial amount of class discussion
at times.



Unit 1
INTRODUCTION IN SOCIAL NETWORK ANALYSIS

Social Networks and Social Media in the real life

The basic idea of social networks is very simple. Under the social network refers to many actors (points, verti-
ces, agents) that can interact with each other. From a formal point of view, such networks are convenient to repre-
sent in graphs and apply for their analysis developed mathematical models.

A social network is a social structure made up of individuals (or organizations) called «nodes», which are tied
(connected) by one or more specific types of interdependency, such as: friendship, kinship, common interest, fi-
nancial exchange, dislike, sexual relationships, or relationships of beliefs, knowledge or prestige.

The term was introduced in 1954 by a sociologist from the «Manchester School» James Barnes in the work
«Classes and Meetings in the Norwegian Isle of Ward», which was included in the collection Human Relations.
Before that, many thinkers about society expressed the idea of the importance of considering society as a complex
interweaving relationship.

By this term he expressed the opinion that society is a com-
plex interweaving of relations. Barnes investigated intercon-

. . . . . C e g . Actor
nections between people using visual diagrams in which indi-
vidual individuals are represented by dots, and the links be-

tween them — lines. .\‘.\
/ ?

Social network analysis views social relationships in terms
of network theory consisting of nodes and ties (also called edg- . / /

es, links, or connections).
Nodes are the individual actors within the networks, and ties
are the relationships between the actors. The resulting graph-

based structures are often very complex. There can be many
kinds of ties between the nodes. Picture of the social network of Barnes




Research in a number of academic fields has shown that social networks operate on many levels, from families
up to the level of nations, and play a critical role in determining the way problems are solved, organizations are
run, and the degree to which individuals succeed in achieving their goals.

Social network analysis (related to network theory) has emerged as a key technique in modern sociology. It has
also gained a significant following in anthropology, biology, communication studies, economics, geography, in-
formation science, organizational studies, social psychology, and sociolinguistics, and has become a popular topic
of speculation and study.

People have used the idea of «social network» loosely for over a century to connote complex sets of relation-
ships between members of social systems at all scales, from interpersonal to international.

Social network analysis has now moved from being a suggestive metaphor to an analytic approach to a para-
digm, with its own theoretical statements, methods, social network analysis software, and researchers.

Analysts reason from whole to part; from structure to relation to individual; from behavior to attitude. They
typically either study whole networks (also known as complete networks), all of the ties containing specified
relations in a defined population, or personal networks (also known as egocentric networks), the ties that speci-
fied people have, such as their «personal communitiesy.

Several analytic tendencies distinguish social network analysis:

— There is no assumption that groups are the building blocks of society: the approach is open to studying less-
bounded social systems, from nonlocal communities to links among websites.

— Rather than treating individuals (persons, organizations, states) as discrete units of analysis, it focuses on how
the structure of ties affects individuals and their relationships.

— In contrast to analyses that assume that socialization into norms determines behavior, network analysis looks
to see the extent to which the structure and composition of ties affect norms.

SNA differs from convention an approaches to business problems in one very important way: SNA assumes that
people are all interdependent.

This assumption is radically different from traditional research approaches which assume that what people do,
think, and feel is independent of who they know.

The focus on interdependence means that SNA can ask and answer questions such as:
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* [s Sales effectively communicating with Marketing to share and coordinate information about the customer?

* When two companies or organizations merge, how can management use the informal network to spread
important messages?

* Are decisions in a distributed software development team being made and carried out efficiently or are one or
more people acting as bottlenecks?

 In R&D group, are there enough people bringing in ideas from outside and are those ideas being acted upon?

Many traditional statistical techniques are based on the assumption of independence. For this reason, traditional
statistics, such as comparing the means of two groups, cannot be conducted on interdependent data.

To deal with this problem, SNA has developed a set of SNA-specific statistics such as centrality and density that
provide measures of interdependence

History of social network analysis

1900 s. Precursors of social networks in the late 1800s include Emile Durkheim and Ferdinand Ténnies.

In the 1930s, Jacob Levy Moreno pioneered the systematic recording and analysis of social interaction in small
groups, especially classrooms and work groups (sociometry).

In 1959 s. Hungarian mathematicians Paul Erdos and Alfred Renyi became interested in the principles of social
networking. They wrote a number of articles based on their research. Duncan J. Watts and Steven H. Strogatz
developed the theory of social networks and first proposed the concept of a clustering factor, i.e. the degree of
closeness between heterogeneous groups (when a person expands the network of his connections at the expense of
persons whom he does not knows personally, but know her acquaintances) [14].

Another researcher, J. Scott, highlights the mathematical tradition of studying social networks as an independent
direction within the framework of network analysis. However, the mathematical operationalization of the catego-
ries of network analysis, mathematical modeling of processes in social networks, visualization of social networks
with the use of mathematical methods is not so much an independent direction of network analysis, but as a method
of analysis.

A social network is a community of people united by the same interests, preferences or those who have other
reasons for direct communication between themselves.
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The theory of social networks considers social relationships in terms of nodes and relationships. The nodes
are isolated actors in the networks, and the links correspond to the relationships between the actors. There may
be many types of links between nodes. In the simplest form, the social network is a reflection of all relationships
that are relevant to the research between nodes. Networks can be used to establish the social capital of individual
actors. These concepts are often reflected in the diagram of a social network, on which the nodes meet the points,
and the links are lines [14].

In this graphic representation, as in the genogram, the intensity of the ties is indicated by a code of lines: a dotted
line indicates a weak relationship, and as the dots get weaker, the relationship is weaker.

If the dotted line is white, the relationship is almost non-existent.

SOCIOLAIA
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A single line shows a good bond, two lines a closer bond and three lines a relationship which is even more
important, but also conflicting.

A line with a slash represents a difficulty.

A broken line or with two slashes signifies a rupture, while a zigzag line reveals a conflict.

An arrow indicates unilateral relationship, that is, the subject feels an attachment to the indicated person or
group but this is not reciprocal, in other words, the indicated person or group reject them.

The arrow can also indicate a particular responsibility or inversely, for example, the case of a daughter who
takes care of her mother.

The subject observed is indicated by a double circle, a ¢ circle within a square or their name is written in letters
of a different colour.

The dimensions depend on what one wants to show, for example, we might want to show the openness of a fam-
ily system to exterior human relationships i.e. friendships, the enlarged family, leisure time activities or even the
relationship of a single person to their work environment, e.g. a nurse with her work team or a student with a few
of his classmates.

This visual tool complements the other two sociological tools: the genogram and the diagram of the attachment
group, both of which favour the study of the family group.

The attached example shows the ensemble of the relationships of the Hubert family:
Paul, the father,
Lucy, the mother,
Guy and Denis, their two sons, with their in-laws,
the health and educational system,
the mother and father’s professional activities
and their involvement in social organisations.

One can thus see that Paul is intensely involved with his work which signifies that he is somewhat absent at
home especially since he is involved with trade union work. Moreover, his relationship with his family of origin is
13



The familial attachment group
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The Hubert family is
dyvsfunctional. The
relationship between
Lucy and Paul is not
very good whereas
the relationship
between Lucy and
her son Denis is very
ocood and is confluent
with her son Guy.
The relationship
between Paul and
Guy is conflicting but
is good with his other
son., Denis. The
relationship between
the two brothers,
Guy and Denis, is not
very zood.

not very strong. As far as
Lucy is concerned, one
notices that she works
outside the home, i1s tak-
ing a computer course and
that she has some health
problems all of which
suggest that this may be
causing some difficulties.
Moreover, she has a very
strong, even confluent re-
lationship with her moth-
er and with Guy. There is
not much evidence of lei-
sure time activities shared
by the entire family.
These observations in-

dicate several factors of imbalance. As far as the children are concerned, Denis is a good student who is not too
distracted by friends or his time the family since there is a conflicting activity; whereas his brother Guy has trouble
in school but has a network of friends who occupy his leisure time which may be a cause of his school problems
and a compensation for what is missing in relationship with his father. He is a problem child.

The social network form helps determine the extent to which its members are useful. Smaller, more connected
networks may be less useful to their members than networks with many weak links with individuals outside
the main network. More open networks, with many weak links and social relationships, are more likely to offer
new ideas and opportunities to their members than closed networks with many redundant links. In other words,
a group of friends who communicate with each other already have common knowledge and capabilities. A group
of people with links to other social communities is likely to gain access to a wider range of information. To suc-
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ceed, individuals are better off having more than one network connection than many connections within the same
network. Similarly, individuals can influence or act as a broker in the middle of their social networks, connecting
two networks that do not have direct links (called social holes).

Social networks have also been used to explore how companies interact, characterizing many informal ties that com-
bine leadership, as well as associations and relationships between individual workers in different companies. These net-
works enable companies to gather information, keep up the competition, and even secretly negotiate pricing or policies.

There are four approaches to analyzing social networks:

1. Structural — focuses on the geometric form and intensity of interactions (the weight of the edges). All actors
are considered as vertices of the graph, which affect the configuration of the edges and other network actors.
Particular attention is paid to the mutual arrangement of vertices, centrality, transitivity of interactions. In order to
interpret the results, in this case, structural theories and theory of network exchange [4] are used.

2. Dynamic — attention is focused on changes in the network structure over time. The causes of the disappear-
ance and appearance of the network edges are studied; Change the structure of the network in external actions;
Stationary configurations of the social network [4].

3. Normative — examines the level of trust between actors, as well as rules, rules and sanctions that affect the
behavior of actors in the social network and the processes of their interactions. In this case, the social roles that are
associated with the given edge of the network are analyzed, for example, the relationship between the leader and
the subordinate, friends or family ties. The combination of individual and network resources actor with the rules
and rules that operate in this social network, forms its «social capital» [4].

4. Resource — considers the ability of actors to attract individual and network resources to achieve a certain goal
and differentiate actors who are in identical structural positions of the social network, their resources. Individual
resources can be knowledge, prestige, wealth, ethnicity, gender (gender identity). Under network resources refers
to the impact, status, information, capital [4].

In the social analysis, the following analytical methods are used:

1) the methods of the theory of graphs;

2) methods of finding local properties of subjects;

3) methods for determining equivalence actors, including their structural equivalence;
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4) block models and roles algebra;

5) analysis of dyads and triads;

6) probabilistic models;

7) correspondent analysis and topological methods representing the network as a simplicial complex [4].

The peculiarity of the available social networks as sources of social data is that users are expanding their net-
work fairly quickly and without additional cost to the social analyst. This leads to the large size of social graphs,
which can be carried out extensive research of various properties of social networks.

Today, there are a lot of analysis of social data, used mainly by sociologists for research: UCINET, NetDraw,
Pajek, Netminer, Visone, SNA / R, StOCNET, Negopy, InFlow, GUESS, NetworkX, prefuse, JUNG, BGL / Py-
thon and Others A detailed list of systems for analyzing social networks can be found on the ISNA International
Social Analysis Network [12] and in the Survey [5].

One of the most famous is UCINET — a commercial product developed by the American company Analytic
Technologies. It allows you to analyze social networks, using a wide variety of methods of analysis, export data to
most popular formats, integrates with network visualization system NetDraw. One of the most important restric-
tions is the maximum size of the actors on the network 32767, but when processing data for 5,000-10,000 actors
there are significant delays in the work. Slovenian developers Vladimir Batagelj and Andrej Mrvar system Pajek
[13] created for processing large data. The processing of large social networks is achieved by clustering them to
smaller ones and applying adapted algorithms.

Unlike the classical network and social group, say, scientists, engineers, doctors, social community operating
in the Internet environment, that is, the Social Network, allows operative study, measurement and classification —
through the integrated into the control program environment of the modules of statistics, analysis and forecasting.

Social networks can potentially become an instrument for transforming society, spreading scientific and techni-
cal knowledge, forming teams and civic movements, marketing research and promoting products and services.

In order for social networks to take their place in the scientific, technical and social spheres, they must go from
the current initial state to maturity and become a common tool of social life and communication of the information
society. Predicted path of development — the division of spheres of influence on the network of contacts, commu-
nication and professional networks.
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TRADITIONAL MEDIA

One-to-Many

Media (communication) tools used to store and deliver information or data

FHliami Heeald

'“mtlu.L\'nu_;'rmt\.u~ " | Chicaao Tribune
fLos Angeles Times Siin-Sentinel
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VARIOUS FORMS OF SOCIAL MEDIA

Blog Wordpress, Blogspot, LiveJournal, BlogCatalog
Forum Yahoo! answers, Epinions

Media Sharing Flickr, YouTube, Justin.tv, Ustream, Scribd
Microblogging Twitter, foursquare, Google buzz

Social Networking

Facebook, MySpace, LinkedIn, Orkut,
PatientsLikeMe

Social News

Digg, Reddit

Social Del.icio.us, StumbleUpon, Diigo
Bookmarking
Wikis Wikipedia, Scholarpedia, ganfyd, AskDrWiki

40% of the top 20 websites are social media sites




SOCIAL NETWORKS GROWTH..

Social networking accounts for:
One 1n every nine people on Earth is on Facebook

Each Facebook user spends on average 15 hours and
33 minutes a month on the site

30 billion pieces of content 1s shared on Facebook each
month

300,000 users helped translate Facebook 1into 70
languages

People on Facebook install 20 million “Apps” every
day

[http:/ /www.jeffbullas.com/2011/09/02/20-stunning-social-media-
tatistics/#q3eTJhr64rtDOtLF.99]
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SOCIAL NETWORKS GROWTH..

YouTube has 490 million unique users who visit every
month (02/2011)

Users on YouTube spend a total of 2.9 billion hours per
month (326,294 years)!

Wikipedia hosts 17 million articles and has over 91,000
contributors

People upload 3,000 images to Flickr every minute and
hosts over 5 billion images!

190 million average Tweets per day occur on Twitter (May
2011)

Twitter 1s handling 1.6 billion queries per day

Google+ was the fastest social network to reach 10 million
users at 16 days (Twitter took 780 days and Facebook 852
days)

[http:/ /www.jeffbullas.com/2011/09/02/20-stunning-social-
media-statistics / #q3eTJhr64rtDOtLEF.99]



CHARACTERISTICS OF SOCIAL MEDIA

I. User Based

o Users submit and organize
information

o Direction of content can be
determined by any user — no
one person dictates the current
topic

o Freeform/unstructured

23
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Characteristics of Social Media

& 1L Interactive

Yo Not just a
collection of chat
rooms and forums

oUsers can play
games, take fun
quizzes, share
photos and 1deas
with friends

o A way to connect
and have fun with
friends



CHARACTERISTICS OF SOCIAL MEDIA

III. Community Driven

oMembers hold common
beliefs or interests

oCan make new friends
with people who say
they share your
Interests or beliefs

oCan reconnect with old
friends

25



CHARACTERISTICS OF SOCIAL MEDIA

IV. Emotional Content

(1)
oy oIn the past, web content
was primarily
o information
oSocial networks allow
' people to communicate
needs within a

community of friends
and receive 1mmediate

responses

\9

26




CHARACTERISTICS OF SOCIAL MEDIA

V. “Consumers” become
“Producers”

The consumer 1s:

writing content for blogs, online

news gathering orgs, Twitter,
Facebook, self-published books;

shooting and editing her own
videos/films;

creating, recording and producing
her own music;

shooting her own photographs
etc.
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CHARACTERISTICS OF SOCIAL MEDIA

VI. Publish, then Filter

Clay Shirky popularised the elegant ‘publish, then filter’ formulation in his book Here Comes Everybodly,
published 2008, but had been using the phrase for many years before that. In 2002, he told an
audience at the BBC:

“The order of things in broadcast is ‘filter, then publish’. The order in communities is ‘publish, then filter’
If you go to a dinner party, you don't submit your potential comments to the hosts, so that they can teil
you which ones are good enough to air before the group, but this is how broadcast works every day.
Wiiters submit their stories in advance, to be edited or rejected before the public ever sees them.
Participants in a community, by contrast, say what they have to say, and the good is sorted from the
mediocre after the fact.

Media people often criticize the content on the internet for being unedited, because everywhere one
looks, there is low quality — bad writing, ugly images, poor design. What they fail to understand is that
the internet is strongly edited, but the editorial judgment is applied at the edges, not the center, and it Is
applied after the fact, not in advance. Google edits web pages by aggregating user judgment about
them, Slashdot edits posts by letting readers rate them, and of course users edit all the time, by
choosing what (and who) to read.”

‘Time to review peer review', Andrew Pontzen notes that:

“These days most physicists now download papers from arxiv.org, a site which hosts papers regardless
of their peer-review status. We skim through the new additions to this site pretty much every day,
making our own judgements or talking to our colleagues about whether each paper is any good. Peer-
review selection isn't a practical priority for a website like arxiv.org, because there is little cost
associated with letting dross rot quietly in a forgotten corner of the site. Under a digital publication
madel, the real value that peer review could bring is expert opinion and debate; but at the moment, the
opinion is hidden away or muddled up because we're stuck with the old-fashioned filtration model.”




ToP 20 WEBSITES IN THE US

Rank Site Rank Site

1 google.com 11 blogger.com
2 facebook.com 12 msn.com

3 yahoo.com 13 myspace.com
4 youtube.com 14 go.com

5 amazon.com 15 bing.com

6 wikipedia.org 16 aol.com

7 craigslist.org 17 linkedin.com
8 twitter.com 18 cnn.com

9 ebay.com 19 espn.go.com
10 live.com 20 wordpress.com
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PROPERTIES OF LARGE-SCALE NETWORKS

I. Scale Free Distributions
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SCALE FREE DISTRIBUTION

Number of nodes with links

Poisson

Many nodes
L with few links

e Absence
¥ of highly-connected
links

s,
I‘ 4¥‘ ‘\
XN

Number of links

Number of nodes with links

Scale-free

g
P
o9, Many nodes
g\y’Z/ with few links
4%
"4 X Few hubs with
Q“;\\\ many links
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P
.}&V"‘ S
AN .

Number of links
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Mumber of Nodes

PLOT THE DEGREE DISTRIBUTION ON A LOG-LOG

SCALE

10°% .

% 10¢

=]
1Dsr ﬂn 105,. ]
Do 00
10'} § 10}
1Dar S ma
10°F Z 107}
10°} o't
(=]

o £ -+l . SE—
10 — = L m—'—'—“ﬂ‘ : 4 : H—.—'—“—"

10" 10" 10° 10 10° 10 e 10’ 10° 10 10 100

MNoda Degraa MNode Degree

Friendship Network in Flickr Friendship Network in YouTube

if we zoom into the tail (say, examine those nodes with degree>100), we
will still see a power law distribution.
This self-similarity is independent of scales




PROPERTIES OF LARGE-SCALE NETWORKS

II. Small World Effect e
B

Stanley Milgram's experiment "% L0 o \
developed out of a desire to learn =" g P _ g
more about the probability that two - @ oo \Sw;
randomly selected people would | == e D, G e
know each other. orerere [ ey

aaaaaaaaaaaaa

20

NUMBER OF CHAINS
o

1 | 1 | 1 1 1 | I
I 2 3 4 5 6 7 8 9 10 I 12
NUMBER OF INTERMEDIARIES
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NETWORK: SMALL WORLD

® Messenger social network of the whole planet
Earth

240M people, 1.3B edges
Leskovec and Horvitz, 2008

MSN Messenger network

12

10 | | | | |

10"° - Number of steps  —
_._;;m_" o between pairs of )
g 10 B people N
S 108 n
o I |
£ 10° =
‘::’ ]

107 —

1‘00 | | | | |

0 5 10 15 20 25 30
distance (hops)

Avg. path length 6.6

90% of the people can be reached in < 8 hops
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SMALL WORLD EFFECT

Albert, Jeong, and
Barabasi (1999

“Diameter of the World
Wide Web”

10-3 NP L .,,,E ” — "

. . . 10® 10" 10° 10* 10* 10° 10' 10° 10* 10°
Estimated that in 1998 it ke e
took on average 11 clicks y e

[ ]
to go from one random e
. g ® Vo .
website to another (at the . o ® 1&5!%&
: > _
time there were 800 ¥ 7 Vo 107} 655
million websites) . sl e o 3,
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PROPERTIES OF LARGE-SCALE NETWORKS

III. Community
Structure ENERGY/COMMERCE

BUDGET
L J

< VETERANS' AFFAIRS

T

L EDUCATION

NANCIAL SERVICES

http://graphstream-project.org/media/other/CSSS2012/gs-
communities.html#home

Community - people in a group interact with each other more ‘
frequently than those outside the group




CHALLENGES

Scalability
The network presented in social media can be huge, often in a scale of millions of
actors and hundreds of millions of connections, while traditional social network

analysis normally deals with hundreds of subjects or fewer.
Existing network analysis techniques might fail when applied directly to networks

o

of this astronomical size

The world of social media is a crowded market: Facebook. Twitter. LinkedIn. Instagram. Pinterest. YouTube. Flickr. Google+. Foursquare.

EEEREEE

Those are just the ones you’ve heard about, o
and the numbers are sta ring: In April 2012, Facebook pald £LE
o $ S BEEEEE

b|“|O| ) If Facebook were a

country. it would be

for mobile photo-sharing app
the third largest,
" Instagram -
e I larger than the
combined ™ billion users m United States.

have more than

Socialiviedia @ Thelntmioe

— gets more

= Gz

YouQUili[3- —— @
OII- Pinterest facebook. weekly traffic Social media
YouTube is the second- popularfy has exploded < the lar 1 - have replaced
largest search engine. unique users g secercho eﬁgﬁ’e, GO fjgle pornography as
400,000—May 2011 o G T Gy, o S oy, the most popular
B i B i e online activity.

[> v == os e oo 187 milion—March 2012

And on it goes.

http://www.blogging4jobs.com/social-media/us-social-media-adoption-may-
2012H#UKohGCTQdEep00rB.97
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CHALLENGES

Heterogeneity

In reality, multiple relationships can exist between
individuals. Two persons can be friends and
colleagues at the same time.

Thus, a variety of interactions exist between the same
set of actors in a network. Multiple types of entities
can also be involved in one network.

For many social bookmarking and media sharing
sites, users, tags and content are intertwined with
each other, leading to heterogeneous entities in one
network.

Analysis of these heterogeneous networks involving
heterogeneous entities or interactions requires new
theories and tools.



INTEGRATED MAP OF 48 AUTHORS, 27 WORDS, AND 26
JOURNALS BASED ON 65 PUBLICATIONS OF MICHEL CALLON
CONTAINED IN THE ISI DATABASE

Elis

http://www.leydesdorff.net/mcallon/index.htm words: a:authors: ®; journals: ¢
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CHALLENGES

Evolution

Social media emphasizes timeliness. For example, in content
sharing sites and blogosphere, people quickly lose their interest
in most shared contents and blog posts.

This differs from classical web mining. New users join in, new
connections establish between existing members, and senior
users become dormant or simply leave.

How can we capture the dynamics of individuals in networks?

Can we find the die-hard members that are the backbone of
communities?

Can they determine the rise and fall of their communities?



THE TRUST NETWORK AT FOUR POINTS OF TIME
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July 1997 (time = t,)

http://www.s3ri.soton.ac.uk/qmss/documents/Wittek_paper.pdf
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SOCIAL COMPUTING AND DATA MINING

Social computing 1s concerned with the study of Social
computing 1s concerned with the study of social behavior
and social context based on computational systems
computational systems.

Data Mining Related Tasks:
o Oentrality Analysis

o Community Detection

o Classification

o Link Prediction

o Viral Marketing
o Network Modeling




CENTRALITY ANALYSIS/INFLUENCE STUDY

Identify the most important actors in a social network

o [(xiven: a social network
o [Output: a list of top-ranking nodes

Top 5 important nodes: Nodes resized by
6,1,8,5,10 Importance
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COMMUNITY DETECTION

A community is a set of nodes between which the
interactions are (relatively frequent

o (Given: a social network

o Output: community membership of (some actors)
[]

Applications
o [Understanding the interactions between people
o [Visualizing and navigating huge networks

o Forming the basis for other tasks such as data mining




VISUALIZATION AFTER GROUPING

\ _ye
2

/\

5 10

13

12

11

Nodes colored by
Community Membership
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CLASSIFICATION

o Classification and recommendation tasks are common 1n

social media applications.

[(xiven

o A social network
o [lLabels of some actors in the network

Output O

o [friend recommendation that suggests a list of friends

that a user might know

o link prediction (Liben-Nowell and Kleinberg, 2007)
O spam recognition



VISUALIZATION AFTER PREDICTION

Predictions
® : Smoking 6: Non-Smoking
® : Non-Smoking 7: N‘D"'Sfmﬂklng

- 2 Unknown 8: Smoking
o 9: Non-Smoking
10: Smoking
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LINK PREDICTION

o Given a social network, predict which nodes are
likely to get connected

o [Output a list of (ranked pairs of nodes)
o [Example: Friend recommendation in Facebook

10 Link Prediction ll 10M

N I e ’fi?\.
‘r_\m | 'l/ __:I"'ﬁ
;-/ (2,3) a

g (4, 12) e
(5, 7)
(7, 13)




1.1. THE HIDDEN INFLUENCE
OF SOCIAL NETWORKS

o Critically watch the following short
documentaries video about hidden influence of
social networks and prepare a 2-3 slides on which
phenomena 1n your life are suitable to be
investigated with network theory

http://www.ted.com/talks/nicholas_christakis_
the hidden influence of social networks?lan
guage=en
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VIRAL MARKETING/OUTBREAK DETECTION

Users have different social capital (or network values) [
within a social network, hence, how can one make best
use of this information? use of this information?

Viral Marketing: find out a set of users to provide
coupons and promotions to influence other people in the
network so my benefit is maximized

Outbreak Detection: monitor a set of nodes that can

help detect outbreaks or interrupt the infection
spreading (e.g., HIN1 flu)

[]

Goal: given a limited budget, how to maximize the ‘
overall benefit?




WALKS, PATHS, AND TRAILS

CRUITING
© flame &%)
| ©wm
ld
¢ W\c;\'ofl,wmer?

| owlE

\0'*l X
y (urnect wiHh Peopk d}ﬁ" 1“:&5:”” \\0\}!1 \)/*"/",1 m ml
(U6TOMERS o -y % \/\ &,
7 NATE y
v mmm&nfnd e
! = o fhony
L L MMINICATE (e ©F W ‘C’
I form é rAc-roa
/inzt mﬁrﬁ*m { mbi COMPANIES
L\ CARE ) A"dt‘:“",g ' ged e
WIS G NE. CONTROLIED
e Wi | cunkt\?ao%n - uwnid Q‘.N-M""_",_'k
M oriersfion 13 pon ine ‘i
;ﬂ“ s ’mkmg pas | { L720h eoU an e &}ﬁm - pub il 1l o ﬁ;ﬂ
Mole o ATER the / Adom to_(res ie_ . - Real Li
“% Voyme Vo\ume' L e | fgedom-oLea THE p—
o Rt vt b hae @ o ot Tobe m)\n{
ohelgft poe -/ dentites 4  tefer st
o) T " tflrt ol denbite _ Pugpipre " in Ahe comichon
o Jf e R :’::c.;::«
it 1;&1;)‘0” “‘\ ofe dau ot u?r NM"

w@ WK?OSE e A

7 | easkr
| g e me-h E\JM
T e
\ R
\ » Pk Yoyl ‘mem

51



(Directed ) WALK
(W)

INVERSE of a
(directed WALK

(W)
LENGTH of a walk

(Directed) TRAIL
(Directed) PATH

Sequence of nodes and lines starting and
ending with different nodes (called
origin and terminus).

Nodes and lines can be included more
than once

Walk in opposite order

How many lines occur in the walk? (same
line counts double, in weighted graphs
add line weights )

Is a walk in which all lines are distinct

Walk in which all nodes and all lines are
distinct

Every path is a trail and every trail is a walk



Walks, Tralls and Paths

WALK

Sequence of nodes and lines starting
and ending with (different nodes)

Origin n1 and terminus n3

TRAIL

Is a walk in which all lines are
distinct

Origin n1 and terminus n3

PATH
Walk in which all nodes and all

lines are distinct
Origin n1 and terminus n6
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1.2. TOPOLOGY
OF FLOW PROCESSES

o)
Present the examples of the different Topology of flow
processes from the “Walks, Trails and Paths” point of
View.
Parallel Serial Transfer
duplication duplication
(Geodesics

Path

Trail

Walks




REACHABILITY AND DISTANCES

o REACHABILITY

0 If there 1s a path between nodes n; and n;

o GEODESIC

- Shortest path between two nodes
o Geodesic DISTANCE L(n;,n;)

2 Length of Geodesic (also called ,,degrees of separation®)

L(n,,ng)=4

Shorter paths are desirable when
speed
of communication or exchange i
desired (often the case in man’
studies, but sometimes not, e.g. i
networks that spread disease)
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The diameter of a network 1s the largest distance
between any two nodes in the network:

Diameter = max L(n;, n;)

It indicates how long it will take at most to reach any
node in the network
(sparser networks will generally have greater
diameters)
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(GRAPH DENSITY

Measure

Total number of
possible edges
between all pairs

Directed graph
€max ~ g*(g'l)

Each of the g nodes can
connect to (g-1) other

Undirected graph

€max — g*(g'l)lz

Since edges are
undirected, count

of nodes nodes each one only once
Example \L
Density A= e/ €max
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The average path length is the average distance between
any two nodes in the network:

Zn,Sn_, L(nl ’ nj )

D, (1;)= undirected graph
’ g(g—1)
Zn<nL(nl’nj) .
D,,(n)=—— directed graph
g(g—1)

The average of all shortest paths in a network 1s interesting
because i1t indicates how far apart any two nodes will be on
average

Average path length 1s bounded from above by the diameter;
1In some cases, 1t can be much shorter than the diameter.

If the network 1s not connected, one often checks the
diameter and the average path length in the largest
component.



CENTRALITY IN SOCIAL
NETWORKS

Middle school
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Centrality in Social Networks

In recent work, Borgatti (2003; 2005) discusses centrality in
terms of two key dimensions:

Radial Medial

Frequency

Distance




DEGREE CENTRALITY

From immediate connections

is the set of nodes that node is

S

? indegree=3

outdegree=2

&

(in or out)

NEIGHBORHOOD
connected to
INDEGREE | oW many directed edges (arcs
are incident on a node)
OUTDEGREE how mal.ay directed edges (arcs
originate at a node)
DEGREE

number of edges
incident/originate node

From the entire graph

CENTRALITY

betweenness, closeness

\+< degree=5

61



62

NODE DEGREE FROM MATRIX VALUES

Adjacency matrix (A

d

g
d.(n.)=) A. g
OUTDEGREE: o) Z_; g INDEGREE: d,(n;)=) A,
j= i i
j=1
example: the indegree for node 3 is

which we obtain by summing the number of
non-zero entries in the 34 column

example: outdegree for node 31s ,

which we obtain by summing the number
of non-zero entries in the 3¢ row

4
d =34, =1 S
o(ny) ; 3 dl(n3):§Aj3 =2

Popularity, status, deference,

Expansiveness degree prestige




CREATING NETWORK GRAPH
> g <- graph.formula(1-+2,1-+3,2-4+3,2-+4,3-+4,4-+1)
> get.adjacency(g)

4 ®x 4 zparse Matrix of class "dgCHatrix"™
12 3 4

1 .11.

2 . .1

3. ..

41 . .

> V(g)$label<-V(g)

> V(g)$size = degree(g,mode="out")*50
> V(g)$color[V(g)$size == 50] = "red"

> V(g)$color[V(g)$size == 100] = "green"

> plot(g)
> degree(g)

1
1

> di<- degree(g, mode="1in")
123 4
33 3 3

> do<-degree(g, mode="out")
1234
1122

12 3 4
2211

®

> library(igraph)
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DEGREE CENTRALITY

0 Interpretation: opportunity to (be influenced)

0 Classification of Nodes
v Isolates

do(n,)=d,(n,)=0
v Sender

d,(n,)>0and d,(n,)=0

v Recelvers

d.(n)=0andd, (n )>0 .

v Ordinaries
d,(n,)>0andd,(n;)>0




DEGREE CENTRALITY

o Standardization of mo allow comparison
of the nodes across networks of different sizes:
Directed graph
divide by the max. possible

Undirected graph
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DEGREE CENTRALITY




DEGREE CENTRALIZATION: HOW EQUAL
ARE THE NODES?

How much variation is there in the centrality scores
among the nodes?

Freeman’s general formula for centralization (can use
other metrics, e.g. standard deviation :

-

> (Co(n )=C ()

Maximum value in the
network

(g—1)(g—2) ®
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DEGREE CENTRALITY

> g <- graph.formula(1-2,2-3,1-3,3-4,4-1,4-5,4-6,5-7,5-6,5-8,6-7,6-8,7-8,7-9)

>d<-degree(g) 132556723
3 2 4 4 4 4 3 1

3
3
1

# normalized vertex degree - degree centrality

> n <- vcount(g)
>n

[119

> degrees <- d/(n-1)
> degrees

1 3 2 4 = g 7 &8 ]
0.375 0.375 0.250 0.500 0.500 0.500 0.500 0.375 0.125

# degree centralization
> numerator <- sum(max(degrees) - degrees)
> denominator <- (n-1)*(n-2)
> degreec<-numerator/denominator
> degreec
[1] 0.01785714



Degree Distribution

SHORTEST PATH

4.0

- _
> shortest.paths(g)
12345667829 -

1011122232314

2101233445

3110122334 é‘

4 121011223 %_ o~

5232101112 &

6 2 32110112

T34 3 211011

8 34 3211102 A

9454 3 22120
»> f<—get.shortest.path=s(g,2,5) o
> f T T T T T T 1
Svpath 10 15 20 25 3.0 35
Svpath[[1]] Vertex Degree

[1] 2 1 4 5

> hist(degree(g), col="lightblue", xlim=c(min(degree(g)),max(degree(g))),
+ xlab="Vertex Degree", ylab="Frequency", main="Degree Distribution")

> p<-graph.density(g)
~p
[1] 0.3888889
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DEGREE CENTRALIZATION EXAMPLES

Example financial trading networks

. o o
high centralization: low centralization:
one trades
node trading with are more evenly .
many distributed
others

Copyright 2013, Lada Adamic




CLOSENESS CENTRALITY: DEFINITION

o The closeness centrality of a vertex is based
on the total distance between one vertex and
all other vertices, where larger distances yield
lower closeness centrality scores

0 The closer a vertex 1s to all other vertices, the
easler information may reach it, the higher its

centrality

Closeness Centrality:
Index of expected arrival

Normalized Closeness
Centrality

time

1

Cc(ni)= p
ZL(ni’nj)

C'C(ni) -

Ce(n;)
g—1
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CLOSENESS CENTRALITY: EXAMPLE

72

4 5 6 7 8 9

- 1 1 1 2 2 3 3 4 17
1 - 1 2 3 3 4 4 5 23
1 1 - 1 2 2 3 3 4 17
1 2 1 - 1 1 2 2 3 13
2 3 2 1 - 1 1 1 2 13
2 3 2 1 1 - 1 1 2 13
3 1 3 2 1 1 - 1 1 16
3 1 3 2 1 1 1 - 2 17
4 5 4 3 2 2 1 2 - 17
17 (23 | 17 | 13 | 14 | 14 | 16 | 17 | 17

Reciprocal of
marginals
of geodesic
distance
matrix

C'C(n3)=]—]7-8=0.47

|
c;(n4)=%.8=0.62




CLOSENESS CENTRALIZATION

C, =

Maximum value in the
network

~

Z(C (n")=Ce(n;))

(g

1)-(g-

2)(2g=3)
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CLOSENESS CENTRALITY: EXAMPLE @

> cl <-closeness(g) * (vcount(g)-1)

> cl
1 3 2 -3 5 L] T 8

0.4705882 0.4705882 0.3478261 0.6153846 0.6153846 0.6153846 0.5000000 0.4705882
a9

0.3478261

# normalized vertex closeness
> cln
> cln<- closeness(g) : : 2 ‘ s é 7
0.05882353 0.05882353 0.04347826 0.07692308 0.07692308 0.07€92308 0.06250000
g 9
0.05882353 0.04347826

# closeness centralization

> numerator <- sum(max(cln)-cln) 111 0 asepirs
> denominator <- (n-2)*(n-1)/(2*n-3) . senominacor
[1] 3.733

» clc

> cle<-numerator/denominator i, 5.0ses2447
> V(g)$label<-closeness(g)

> V(g)$size = closeness(g)*500

> plot(g)

> graph.density(g)

[1] 0.3888889

0.04347@695652

9417647



APPLICATIONS

o High closeness centrality individuals tend to be important
influencers within their local network community.

o They may often not be public figures to the entire network of a
corporation or profession, but they are often respected locally and
they occupy short paths for information spread within their
network community.

Individuals who are highly connected to others within their own cluster
will have a high closeness centrality.
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BETWEENNESS CENTRALITY

Degree and closeness centrality are based on the reachability of a
person within a network:

How easily can information reach a person?

A next approach to centrality and centralization rests on the idea
that a person 1s more central if he or she 1s more important as an
intermediary in the communication network:

1. How crucial is a person to the transmission of information
through a network?

2. How many flows of information are disrupted or must
make longer detours if a person stops passing on
information or disappears from the network?

3. To what extent may a person control the flow of
information due to his or her position in the
communication network? ‘




How many geodesic linkings between two actors n; and ny,
contain actor n,?

Now let:
g - the number of geodesics from n; to n, and
gjr (n;) - the number of geodesics that contain point n; as
an intermediary in the geodesics from n; to ny, then:
gxln;)
&t 1s the probability that distinct actor n;

,involved” in communication between two actors n; and
ny

Cun)= 3 B2

i<k 8k
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BETWEENNESS CENTRALITY

Usually normalized by:

C;B(ni) —

Cy(n,)

[(g=1)(g=2)

V27

e

number of pairs of vertices
excluding the vertex itself

Betweennes Centralization:

D

ZC(n) C,(n.)

(g 1)(g—2)




BETWEENNESS CENTRALITY

k=1 k=2 k=3
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BETWEENNESS CENTRALITY

V(g)$label<-paste("Actor ",V(g)," (", betweenness(g)," )") @




The more a person 1s a go-between, the more
central his or her position in the network.

If we consider the geodesics to be the most
likely channels for transporting information
between actors, an actor who 1s situated on
the geodesics between many pairs of vertices
1s very important to the flow of information
within the network.

This actor 1s more central.
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APPLICATIONS

o High betweenness individuals are often critical to collaboration across departments
and to maintaining the spread of a new product through an entire
network. Because of their locations between network communities, they are
natural brokers of information and collaboration.

o One difference between high betweenness individuals in a network and actual

brokers is the latter usually have a public profile as part of their business,
whereas high betweenness individuals often are overlooked. This occurs because
they are not central to any single social clique, and instead reside on the periphery
of several such cliques each of which all engender more trust and admiration within
rather than outside of the clique.

p =
Lo

O

AL AD
Y
O

Those who act as bridges between clusters in the network have high betweenness centrality.




INTERPRETATION OF MEASURES

Centrality

measure

Interpretation in social
networks

How many people can this

DEGREE ,
person reach directly?
T m— Who has the shortest distance to
the other actors?
BETWEENNESS | Who controls knowledge flows?
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EIGENVECTOR CENTRALITY

o The underlying idea beneath eigenvector centrality is
that one’s i1mportance 1s defined by his friends’
1mportance.

o In other words, if one has many important friends, he
should also be important.

o More precisely, centrality of a node is proportional
to the sum of scores of its neighbors

Highest
betweenness Best

centrality closeness

centrality

Highest
eigenvector

; Highest
centrality

degree
o centrality




In particular: C 5 ( V; )OC Z A,] ' CE (V j)

V;EN;

Let x denote the eigenvector centrality of node from v;to v,,. The
above equation can be written as in a matrix form

x o Ax
1

Equivalently, we can write X — — Ax, where A is a constant. It
follows that Y

Ax =Ax

An eigenvector of a square adjacency matrix A is a non-zero vector X that, when
the matrix multiplies x, yields a constant multiple of x , the latter multiplier being
commonly denoted by A.

The number A is called the eigenvalue of corresponding to x

85



86

Google’s Pagerank (Page et al., 1999 1s a
variant of the eigenvector centrality. In
Pagerank, a transition matrix i1s constructed
based on the adjacency matrix by normalizing
each column to a sum of 1:

~ Ai_

In the transition matrix an entry Aij denotes
the probability of transition from node v; to

node v;.



EIGENVECTOR CENTRALITY

) 7 8 9
0 1/2 | 1/3| 1/4| O 0 0 0O |0
1/3 0 1/3| 0 0 0 0 0 10
1/3 1/2 0 /4] 0 0 0 0 |0
1/3 0 /3| 0 1/4] 1/4| 0 0O |0
0 0 0 1/4| 0 1/4] 1/4| 1/3] 0
0 0 0 1/4 | 1/4] 0 1/4] 1/3| 0
0 0 0 0 1/4| 1/4| 0 1/3| 1
0 0 0 0 1/4| 1/4| 1/4] 0 | 0
0 0 0 0 0 0 1/4] 0 | O
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EIGENVECTOR CENTRALITY

o Pagerank scores correspond to the top eigenvector of the
transition matrix Ai'

o It can be computed by the power method, 1.e., repeatedly
left-multiplying a non-negative vector x with Z

o Suppose we start from x(@ =]

Then

evcent(g)$vector




APPLICATIONS

High eigenvector centrality individuals are leaders of the network. They are often
public figures with many connections to other high-profile individuals. Thus, they
often play roles of key opinion leaders and shape public perception. A related
example of this is Google’s page rank algorithm, which is closely related to
eigenvector centrality calculated on websites based on links to them.

High eigenvector centrality individuals, however, cannot necessarily perform the
roles of high closeness and betweenness. They do not always have the greatest local
influence and may have limited brokering potential. Like an aloof king in his court
or CEO in her boardroom, they may at times be isolated from peripheral individuals
and smaller network communities that have limited connectivity with the most

densely connected parts of the network o
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Highly connected individuals within highb; interconnected clusters, or ‘big fish in big ponds’,
have high eigenvector centrality
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LARGE-SCALE NETWORKS

Centrality . :

Floyd-Warshall
72
Closeness O(n ) algorithm (Floyd,1962)
Centrality Johnson’s algorith
9 gorithm
O(n logn+nm) (Johnson, 1977)
Bg';v;’l‘:f:ﬁ‘tess O(nm) Brandes, 2001
Eigenvector /i hO (ml)b Power method (Golub
Centrality L5 t'te n;tm er of and Van Loan,1996)
tcerations




1.3. BASIC NETWORK f
MEASURES =

.. Create the two random graphs: directed and undirected (not less
than 10 nodes)

- Apply the during class learned basic measures on the provided data
set. (Please consider the following measures: number of vertices,
number of edges, average path length, degree, closeness,
betweenness, eigenvector). What can you say about the network?
Please provide your results in a table.

Calculate the centralization measures for the undirected network
(we discussed these measures during the lecture). Interpret your
results.

- Complete the task “Centrality: check your understanding” (see next
slide)

5. Visualize the network by using one of the shown functions. Indicate
the measures of each vertex by the size of the node.

. Formulate not less then 3 questions for your neighbor about her/his
results.

Make a discussion
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CENTRALITY: CHECK YOUR UNDERSTANDING

o generally different centrality metrics will be positively correlated
o when they are not, there is likely something interesting about the network

o suggest possible topologies and node positions to fit each square

Low
Betweenness

Low Degree Low Closeness

High Degree

High Closeness

High

Betweenness .

Copyright 2013, Lada Adamic




ASSISTANTS TO THE ASSIGNMENT 1

Number of vertices in the graph veount(g)
Number of edges in the graph ecount(g)
Graph Density graph.density(g)
List of all nodes V(g)

List of all vertex attributes names

list.vertex.attributes(g)

List of all edges/arcs

E(g)

Checks if the graph is directed

1s.directed()

Shortest Path

shortest.paths(graph, v=V(graph))

Degree

degree(g)

Normalized Vertex Closeness
Centrality

closeness(graph, v=V(graph), mode = "all")
closeness(graph, mode="out") (for directed

graph)

Betweenness Centrality

betweenness(graph, v=V(graph), directed =

TRUE)

Sum, max

sum(), max() ’

Eigenvector Centrality

evecent(g)$vector
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STRENGTHS OF TIES

weak ties

As defined by Granovetter (1973), “the strength of a tie is a (probably
linear) combination of the amount of time, the emotional
intensity, the intimacy (mutual confiding) , and the reciprocal services
which characterize the tie.”




STRENGTHS OF TIES

Social Media allows users to connect to each other more
easily than ever :

0 One user might have thousands of friends online

o Who are the most important ones among your 300
Facebook friends?"

Three chief approaches to estimate the strengths of
ties for advanced analysis:

1) Analyzing network topology
2) Learning from user attributes
3 Learning from user activities

95
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LEARNING FROM NETWORK TOPOLOGY

Probability of tie between B and C is positively related w*+» +~
strength of A-B and A-C.

o Frequency of Interaction (Homan)

More frequent interaction = more friendship
A and B are together 60% of the time

A and C are together 40% of the time

A, B and C will be together 24% (0.6 X 0.4)
of the time

o Similarity (Precker, Newcomb and others)
Stronger tie = similarity between persons

o Cognitive balance (Heider, Newcomb )
C and B want congruence of feelings with A

o If A-B and A-C are strong ties then by transitivity B and C have
weak tie at least. The Triad A-B, A-C with absent tie B-C 1s not to
be expected.

a‘




LEARNING FROM NETWORK TOPOLOGY

o And edge that joins two nodes 2 and 5 in a graph is called a
bridge if deleting the edge would cause 2 and 5 to lie in two
different components

o 2 and 5 1n a graph i1s a local bridge if its endpoints 2 and 5 have
no friends in common — in other words, if deleting the edge
would increase the distance between 2 and 5 to a value strictly
more than two

(6) (5
0°0

After its removal, nodes
2 and 5 become disconnected

increases the geodesic distance between
nodes 2 and 5 to 4.




98

LEARNING FROM NETWORK TOPOLOGY

> ggg <- graph.formula(1-2,1-3,2-3,4-5, 4-6,4-

7,2-5,5-6,6-7,2-8,8-9,9-10,10-5)

> shortest.paths (ggg)
T 21

S 10
g 0 1
101 0
g8 1 2
5 2 1
6 3 2
4 3 2
T 4 3
2 2 2
1 3 3
3 3 3

8

B3 R3S b L L R D R

Ra R RO D R R0
Lh Ld RS B D L R
Lh Ld R D L RS
[ SR O T B B L B I Y
HHOQMM@HNM

[l T C Y R WU WU LR T % I R W

3

4

[ T ™ SO FUI L S S T L T ]

> Elggg)
Edge segquence:

1] 2 —-1
2] 3 -1
[3]_3 - 2
[6] 10 — 5
[7] 4 -5
[8] 6 -5
8] 9 -8
[10] 10 —— 8
[11] 6 —- 4
[12] 7 - 4
[13]1 7 - &

> gggl<-ggg — edges(4)

» shortest.paths(gggl)

e = T T ¥+ T C Iy S L

1

e = T Y S I Ty I S
aonon L RO s O
S = T Y S T Ty I R B
L I e L L I L U'I@U'I

o s RO O Ld R R

2 35

e @

8

9 10
3 4
2 3
3 4
2 1
1 2
0 1
1 0
3 2
3 2
4 3

®

®

4

[ S e T UV T WVIY O S I L s
[ T T LV VY B s

&

L e L UYWL R s R |

> Elgggl)
Edge sequence:

1] 2 -1
21 3 -1
3] 3 -2
(4] 8 -2
[5] 10 -- 5
[6] 4 --5
71 & --5
8] 9 --8
[8] 10 -- 8
[10] 6 -- 4
[11]1 7 -- 4
[121 7 - &

-9




“SHORTCUT” BRIDGE

o The larger the distance, the weaker the tie 1s

o d(2,5) =41fe(2,5) 1s removed
o d(5,6) =21fe(5,6) 1s removed
o e(5,6) 1s a stronger tie than e(2,5)

> ggg2<-ggg-edges(8)

> E(ggg)

Edge sequence: > shortest.paths(gggl)

123580910467
[;12——1 1 011223 3344
{3%2__; 2 101112 2233
[4] 5 -—- 2 3 110223 33 44
5] 8 --2 5 212022 112
lglio:i 8 212201 2344
Lol 6 — o 9 323210 1344
10323121 0233
[12]10——9 4 323133 2011
2] 0 4 6 434244 31001
[13] 7 - 6 7 434244 3110
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NEIGHBORHOOD OVERLAP

Tie Strength can be measured based on neighborhood
overlap; the larger the overlap, the stronger the tie 1is
(Onnela et al., 2007; Easley and Kleinberg, 2010 ).

Let N; denote the friends of node v;. Given a link e(v,v;),
the neighborhood overlap is defined as:

number of nodes who are neighbors of both v; and v,
overlap(v,,v; ) = : _
number of firends, who are neighbors of at least v; or v,

N, "N
N, UN|-2

We have —2 in the denominator just to exclude v; and v;from
the set V; UN ; ‘
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NEIGHBORHOOD OVERLAP

N,={1,3,5,8}, N,={2,4,6,10}.
Since N,NN;=¢, we have overlap(2,5) =0,
indicating a weak tie between them.

On the contrary, the neighborhood overlap
between nodes 5 and 6 is

overlap(vs,v, ) = |{4}‘

- =1/4
12.4.56,7,10}—2

Thus, edge e(5,6) 1s a stronger tie than

=
e(2,5) 0 >

()

4 3

101
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NEIGHBORHOOD OVERLAP

> ggg <- graph.formula(1-2,1-3,2-3,4-
5,2-5,4-6, 4-7,5-6,6-7,2-8,8-9,9-10,10-5)

> plot(ggg)
> h <- neighbors(ggg,5)

> hh<- neighbors(ggg,6)

>h

[1] 2 4 610

>hh

[1]1457

> h1 <- induced.subgraph(ggg, h)
> hh1 <- induced.subgraph(ggg, hh)
> hhh<-h1+hhl

> V(hhh)

Vertex sequence:

[1] "2" "4" "6" "10""5" "7"

> b=vcount(hhh)
>Db

[1] 6

> 1<-intersect(h, hh)
>1

[1] 4

> t=length(1)

>t

[1]1

> overlapb6=t/(b-2)
> overlap56

[1] 0.25




TIE STRENGTH ON FACEBOOK

Growing Closer on Facebook: Changes in Tie
Strength Through Site Use

Moira Burke, Facebook
Robert Kraut, Carnegie Mellon University
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TIE STRENGTH ON FACEBOOK

o A link represents reciprocal (imutual) communication, if
the user both sent messages to the friend at the other end of
the link, and also received messages from them during the
observation period

o A link represents one-way communication if the user sent
one or more messages to the friend at the other end of the
link (whether or not these messages were reciprocated).

o A link represents a maintained relationship if the user
followed information about the friend at the other end of the
link, whether or not actual communication took place;
“following information" here means either clicking on
content via Facebook's News Feed service (providing
information about the friend) or visiting the friend's profile

more than once.
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All Friends Maintained Relationships

Networks, Crowds, and Markets: Reasoning About a Highly Connected ‘
World
Authors: David Easley,JJon Kleinberg
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TIE STRENGTH ON FACEBOOK

Active Network Sizes

— Maintained Relationships

a0 -4 — One-way communication
—— Reciprocal communication

# of People
5
|

i —

T T T T T T
o 100 209 300 400 500

Network Size

The number of links corresponding to maintained relationships, one-way
communication, and reciprocal communication as a function of the total
neighbohood size of users Facebook




LEARNING FROM USER ATTRIBUTES
AND INTERACTIONS

o Twitter: one can follow others without followee’s
confirmation

“...even when using a very weak definition of “friend” (i.e. any one
who a user has directed a post to at least twice) we find that Twitter
users have a very small number of friends compared to the number
of followers and followees they declare.

This implies the existence of two different networks:

- a very dense one made up of followers and followees,

- and a sparser and simpler network of actual friends.

The latter proves to be a more influential network in driving Twitter
usage since users with many actual friends tend to post more
updates than users with few actual friends. On the other hand, users
with many followers or followees post updates more infrequently

than those with few followers or followees” ‘

B. A. Huberman, D. M. Romero, and F. Wu. Social networks that matter:
Twitter under the microscope. First Monday, 14(1), 2009
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Twitter under the microscope

1000 -

&00

hurrber of Pasts

.

L . L s L L
“a 100 200 200 400 500 E00 FOO 800 00 1000
Mumber of Follawsrs

Number of posts as a function of the number of
followers. The number of posts initially increases as the
number of followers increases but it eventually saturates

as v v - v v
b4
ao | A n PR -

35| P

25 <

Phamber of Friends

=] 200

400

rMumbaer of tollowsss

800

s00 o

L L L L
a 100 150 200 250
Numbar of Friands

Number of posts as a function of the number of friends. Th\e
number of posts increases as the number of friends increases,
reaching 3200 without saturating

Progortion of Friends vs, Folowess
[=]

o.02 L L N
o 200 400 s00 800

MNumber of Followsas

Number of friends as a function of the number of followees.
The total number of friends saturates while the number of
followees keeps growing due to the minimal effort required to
add a followee

Proportion of friends vs. followees as a function '«rer

s. I

initially increases but rapidly approaches zero as the number

of followees increases
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6.

UNIT 2: COMMUNITY DETECTION
AND NETWORK VISUALIZATION
2.1. STRENGTH OF TIES.

NODE-CENTRIC MEASURES

Download the Karate-graph
o read.graph(“path/karate.net”, format="gml")

o setwd('path/to/your_directory’)
Write the R-codes for finding:

* Neighborhood Overlap between any two nodes
» Cliques Quantity

*  Quantity of Cliques with k-length

« Largest Cliques

* Cores Quantity

* Quantity of Cores with k-length

Place the quantitative results on the Table

Extract and Visualize the Cliques and Cores of the different size
Read and analyze the paper hip://iussp2005.princeton.edu/papers/52438

Make the general conclusions about Node-Centric Meas'

specificity
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ASSISTANTS TO THE ASSIGNMENT 2.1 @

Finding the Cliques

cliques(graph, min=k, max=Kk)

Finding the Neighbors

neighbors (graph, vertix)

Extracting the Subgraph

induced.subgraph(graph, subgraph)

Finding the Intersection of Graphs

intersect(graph, graphl)

Finding the Clique Number

clique.number(graph)

Finding the Largest Cliques

largest.cliques(graph)

Calculating the coreness for each
vertex

graph.coreness(graph)

Forming the 3-columns Plot Area

par(mfrow=c(1,3))




THE NETWORK VISUALIZATION

SLIDES ARE MODIFIED BY DR. MEHMET GUNES
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PRODUCTION ISSUES

Display

The more nodes there are the more pixels on the screen you will need.

800 x 600 = 480,000 pixels
1024 x 768 = 786,432 pixels
1920 x 1200 = 2,304,000 pixels

Not enough pixels to display
all the nodes!!!

more window design and window management become increasin

The more information that needs to be presented on the screen the ‘
1mportant.



LAYOUT ISSUES

How to represent an edge?

g‘ Labels on Edges Thickness of Edges S Color of Edge
%ted Edges Shape of Edges
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LAYOUT ISSUES

How to represent a node?

Shapes of Nodes Size of Nodes
Color of Nodes
Labels of Nodes
Location of 's
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TIPS FOR EFFECTIVE VISUALIZATIONS

"The success of a visualization is based on deep

knowledge and care about the substance, and the

quality, relevance and integrity of the content.”
(Tufte, 1983)

know thy network!

Five Principles in the Theory of Graphic Display
Above all else show the data
Maximize the data-ink ratio, within reason
Erase non-data ink, within reason
Erase redundant data-ink
Revise and edit

Source: http://www.edwardtufte.com/tufte/
115



AESTHETIC CRITERIA FOR NETWORK
VISUALIZATIONS

L. . better than
O minimize edge crossings

o uniform edge lengths

» (connected nodes close together bu

t not too close)
ﬁ better than %

o don’t allow nodes to overlap with edges that are
not incident on them

E: i better than iﬁ) ‘
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RANDOM LAYOUT

o Choose x & y coordinates at random
» advantage: very fast
» disadvantage: impossible to interpret

N\

layout in GUESS
117
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CIRCULAR LAYOUT

o Layout nodes along a circle and
draw in all edges between them

london|

londonote

o Advantages

» neutrality:by placing all vertices at
equal distances from each other and
from the center of the drawing, none
1s given a privileged position,
countering the tendency of viewers
to gercelve more centrally located
nodes as being more important’

» Very fast

o Disadvantages
» difficult to interpret for large
networks
o many overlapping edges
o many long edges

connected nodes need not be close
together

o clusters hard to identify

Tuxembourg

prague.

MNews

Educ/

elfare

frankfurt

hamburg




RADIAL LAYOUT

o Start with one node, draw all other nodes 1n circular
layers according to how many hops it takes to reach
them

o Recall a tree representation
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SPRING LAYOUT ALGORITHMS:
FRUCHTERMAN AND REINGOLD

o Model roughly corresponds to
electrostatic attraction
between connected nodes

o Use adjacency matrix directly

o Iterative optimization

» at each step, every node reacts -
to the pulls and pushes of the )
springs that tie it to all the "\
other nodes KX

o Can be slow as the network
grows
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SPRING LAYOUT ALGORITHMS:
KAMADA KAWAI

o All nodes are connected by springs
with a resting length proportional
to the length of the shortest path . g F

between them

o Need to calculate all pairs
shortest paths first

o Iterative optimization

o Advantage: can be used on edge-
welghted graphs

o Can be slow as the network grows ‘
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STRATEGIES FOR VISUALIZING LARGE GRAPHS

o Reduce the number of nodes and edges

e 1ntroduce thresholds
o only authors who have written at least x papers
o only edges with weight >y
o only nodes with degree > z (e.g. removing leaf nodes)

e show minimum spanning trees
o can visualize all the nodes with a subset of the edges

e use pathfinder network scaling
(http://iv.slis.indiana.edu/sw/pfnet.html)
o triangle inequality to eliminate redundant or counter-intuitive links

o remaining edges are more representative of internode relationships
than minimum spanning trees

e collapse nodes into clusters
o show multiple nodes as a single node
o display connections between clusters
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(b)

EXAMPLE OF
COARSENING NETWORK
STRUCTURE

Newman & Girvan 2004

(a) The initial network is.
network of, . coauthorship
between = physicists who hav
published "on topics related

networks.

(b) Ap}ghcatlon of the shorte%t
path betweenness version of t
communlt structure . algorith

gro uces ¢ communities show
y the colors.

(¢) A coarse- gralnm%l of th
network . 1n ~ whiC eac
community 18 represente 3/
single  node, = with  edge
representing collaboratlon
between c mmumtles |
thickness the edges 1
proportlonal to the number o
pairs of _collaborators betwee
communities.

learly panel ( ? reveals . muc
that 1s not ea51¥ seen th
original network ot pane ‘

Source: Finding and Evaluating Community Structure in Netowrks, M. E. J. Newman and M. Girvan,
http://link.aps.org/doi/10.1103/PhysRevE.69.026113 DOI: 10.1103/PhysRevE.69.026113
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NETWORK GRAPHS

oIt does not exist n a priori right network
representation

o One has to try different ones, having in mind what it is needed
to be visualized

o Many software:
o Gephi (https:/gephi.org/)
o Pajek (http://vlado.fmf.uni-lj.si/pub/networks/pajek/)

- UCINET
(https://sites.google.com/site/ucinetsoftware/home)

« NetworkX with Python (http:/networkx.github.io/)

« RiGraph (http:/igraph.org/r/)

e NodeXL (http:/nodexl.codeplex.com)

» Graphviz (http:/www.graphviz.org/) ‘
e Cuttlefish (http:/cuttlefish.sourceforge.net/

124




OVERVIEW OF NETWORK
ANALYSIS TOOLS
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SOFTWARE TOOLS

Gephi 0.8.2 - Project.gephi L T —— ~—— T—— [E=RE0E X ]
File Workspace |View| Tools Window Plugins Help
- -~ -
| @ Overview \ ‘ /| DataLaboratory ‘ ] - Preview i \un
FamN
Partition | Ranking % | @[ Graph x| I [context | 5]
[Nodes) Edges | OFAA %% Dragging @ Herarchy || Nodes: 26 G
= Edges: 52
Directed Graph
Min size: 2.5/ Maxsize:
Range: B
- Statistics 2 | Filters El
Spline... = Settings
[ Network Overview
Average Degree 2 Run
Avg. Weighted Degree 2 Run ¢
=Y Network Diameter 7 Run ¢
Layout w‘ Graph Density 0.08 Run ¢
ForceAtlas 2 B R
L size
Modularity Run 4
o 4 |
A PageRank Run (¢
= Threads -
Threads number 2 A Connected Components 1 Run ¢
(=) Behavior Alternatives 3 & Node Overview
Dissuade Hub: [ B - | - A~ A l
il = | v e !@D‘ 4 “ ‘ A- A- Arial Bold, 32 U .@ @ Avg. Clustering Coeffident Run 4
LinLog mode ] i
Prevent Overlap | i Global Nodes | Edges | Labels Eigenvector Centrality Run L’
Edge Weight Influence 1.0 < 5 Edge Overv:
r 1 o [ Edge Overview
- =5 Default shape: | Sphere 3d - [¥] Show hulls |
ForceAtlas 2 e = Z Avg. PathLength  2.839 Run ¢
[] Adjust to text
V presets... Reset < | 0 ] »




http://gephi.org/

OUTPUT
FORMAT

GraphViz(.dot), Graphlet(.gml), GUESS(.gdf),
GUESS(.gdf), LEDA(.gml), NetworkX(.graphml, Gephi(.gexf), .svg,
.net), NodeXL(.graphml, .net), Pajek(.net, .gml), .png

INPUT FORMAT

Sonivis(.graphml),
Tulip(.tlp, .dot), UCINET(.dl), yEd(.gml), Gephi
(.gexf), Edge list(.csv), databases
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SOFTWARE TOOLS

Analysis and Visualization of Large Scale
Network

Pajek
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Pajek

http://pajek.imfm.si/doku.php?id=download

INPUT FORMAT OUTPUT FORMAT

net, .paj, .net, .paj,
.dat(UCINET), .ged, .dat(UCINET),
.bs, .mac, .mol xml(graphML), .b
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IGRAPH LIBRARY

http:/cneurocvs.rmki.kfki.hu/igraph/index.html

o 1Graph is a free software package for creating and manipulating
undirected and directed graphs

o Contains the implementation of a lot graph algorithms

o Provides a platform for the developing and/or implementing graph
algorithms

* Empty graphs

> e <- graph.empty()

> e <- graph.empty(n=10)
« Full graphs

> f <= graph.full(15)
> f <- graph.full(15, directed=TRUE)

+ Stars and Rings

> s <- graph.star(10, mode = "in")
> s <- graph.star(1@, mode = "out")

> s <= graph.star(1@0, mode = "undirected") (0} @ @

> r <= graph.ring(10, directed=TRUE)

> r <— graph.ring(1@, mutual=TRUE) @ @

> r <= graph.ring(10, circular=TRUE) @ ” ‘@ ‘
+ Other structures @ @

> graph.lattice() e. ® @

> graph.tree()
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NetworkX with Python

http: networkx.lanl.gov

NetworkX

NetworkX Home | Downioad | Developer Zooe | Documentation | Bog »

modules | modules | index

High productivity software for complex networks

Current version: 1.4

NetworkX is a Python package for the creation, manipulation, and study of the
structure, dynamics, and functions of complex networks. Cet NetworkX from the Python Package
Index, or install it with:
Quick Example

®asy_install networkx

Questions? Suggestions?

Join the Coogle group:

»*»>»> Ceax.Craph() v

200 9 00k ateatios) | e

2 ) Subacrbe.

L‘.‘mm.o}m(n You can also open a ticket at the

(. 2 NetworkX Developer Zone,
[Quickseareh

Documentation Enter search terms o & module, class or

function

Tutorial Contents s
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Software tools
‘Network Graphs

The Social Media Research Foundation
L

SNA integrated into Excel http://nodexl.codeplex.com/
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USING GEPHI FOR EXPLORATORY
SOCIAL NETWORK ANALYSIS
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INSTRUCTION FOR ANALYSIS OF THE
quﬁw GIRLS’ SCHOOL DORMITORY
DINING-TABLE PARTNERS

o Open file: File / Open

Context & | =
Modes: 26 &

Edges: 52
Directed Graph
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GIRLS’ SCHOOL DORMITORY DINING-TABLE
PARTNERS

o Check the Properties of the selected node

Partition |Ranking | Edit & | = || Graph |

2.0
-21,372583

7.577542
0.0
O ps3,453,1531 )

Jean ) || £

135



136

LAYOUT

o The purpose of layout properties is to let you control
the algorithm in order to make a readable

representation.
emphasis emphasis
DIVISIONS COMPLEMENTARITIES
ForceAtlas, Yifan Hu,
OpenOrd Frushterman-Reingold
: emphasis
i GEOGRAPHIC
RANKING REPARTITION

Circular, Radial Axis

GeoLayout




FORCE ATLAS LAYOUT

o Home-brew layout of Gephi, it 1s made to spatialize
Small-World / Scale-free networks.

» It 1s focused on quality (meaning “being useful to
explore real data”) to allow a rigorous interpretation of
the graph (e.g. in SNA) with the fewest biases possible,
and a good readability even if it 1s slow.

Author: Mathieu Jacomy o
Date: 2007 o
Kind: Force-directed
Complexity: O(N?)

Graph size: 1 to 10 000 nodes
Use edge weight: Yes 3
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RUN FORCEATLAS

| [> Run \ the layout by applying the following settings step by
step:

Autostab strength = 2 000 | Increase to move the nodes slowly

Repulsion strength = 1 000 | How strongly does each node reject others

Attraction strength = 1 How strongly each pair of connected nodes attract
each other

Gravity = 100 Attract all nodes to the center to avoid dispersion of
disconnected components

Attraction Distrib. = Push hubs (high number of output links) at the

checked periphery and put authorities (high number of in put

links) more central
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FRUCHTERMAN-REINGOLD LAYOUT

It simulates the graph as a system of mass particles. The nodes are
the mass particles and the edges are springs between the particles.
The algorithms try to minimize the energy of this physical system.
It has become a standard but remains very slow.

Author: Thomas Fruchterman & Edward Reingold
Date: 1991

Kind: Force-directed . )
Complexity: O(N?) A
Graph size: 1 to 1 000 nodes T, »
Use edge weight: No |/ S
@ 7 o a-;i? 4

Fruchterman, T. M. J., & Reingold, E. M. (1991). Graph Drawing by Force-Directed Placement.
Software: Practice and Experience, 21(11).
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RUN FRUCHTERMAN-REINGOLD

| D Rin | the layout by applying the following settings step

by step:
Area =100 Graph size area
Area =100 000
Gravity =1 000 Attract all nodes to the center to avoid
Gravity = 100 dispersion
of disconnected components
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YIFAN HU MULTILEVEL LAYOUT

It 1s a very fast algorithm with a good quality on large graphs. It combines a
force-directed model with a graph coarsening technique (multilevel
algorithm) to reduce the complexity. The repulsive forces on one node from a
cluster of distant nodes are approximated by a Barnes-Hut calculation,
which treats them as one super-node. It stops automatically.

Author: Yifan Hu

Date: 2005

Kind: Force-directed + multilevel
Complexity: O(N*log(N))

Graph size: 100 to 100 000 nodes
Use edge weight: No

Y. F. Hu, Efficient and high quality force-directed graph drawing. The Mathematica Journal, 10
(37-71), 2005
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RUN YIFAN HU MULTILEVEL

o Launch the layout by applying the following settings step by step:

Step ratio = 0.99 Ratio used to update the step size. Increase
it for
a better quality (vs speed)

Optimal distance = 200 Natural length of the springs. Increase it to
place
nodes farther apart

Theta = 1.0 Approximation for Barnes-Hut calculation.
Smaller
values mean more accuracy
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FORCEATLAS 2 LAYOUT

Improved version of the Force Atlas to handle large networks while
keeping a very good quality. Nodes repulsion is approximated with a
Barnes-Hut calculation, which therefore reduces the algorithm
complexity. Replace the attraction” and “repulsion” forces by a
“scaling” parameter.

Author: Mathieu Jacomy

Date: 2011

Kind: Force-directed
Complexity: O(N*log(N))

Graph size: 1 to 1 000 000 nodes
Use edge weight: Yes
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RUN FORCEATLAS 2

| [» Run \ the layout by applying the following settings step by step:

LinLog mode = checked Linear attraction & logarithmic repulsion
(lin-lin by default), makes clusters tighter.

LinLog mode = unchecked

Scaling = 100 Increase to make the graph sparser

Edge weight influence = 0 | From O (no influence) to 1 (normal). Set O
to calculate forces without edge weight
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LABEL ADJUST LAYOUT

It works on text size to repulse nodes and therefore makes
every label readable. It only runs on the visible nodes in the
Visualization panel

Locate the Visualization settings
Click on T to activate text display
Increase the text size to the maximum
Go to the Layout panel.

Select the “Label Adjust” algorithm and run it until it
stops
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Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE PARTNERS

Layout | =]

o Change the Layout of M_ME — ,|
network. [Di] —-Choose a layout -
Layout / Run Clodkwise Rotate

Contraction =

Counter-Clockwise Rotate I

Expansion

Force Atlas

ForceAtas 2

Fruchterman Reingold -




Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE

PARTNERS
Partition % |Ranking |
— Define first and second
B o s choices:
B o {509%)

Partition / Edges / Choice
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Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE PARTNERS

Right click / Change the Color of the nodes

oo Right click / Change the Size of the nodes
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Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE PARTNERS

‘@1:” i - U ‘ A- A- Arial Bold, 32 “

<

Show Labels

|
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Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE PARTNERS

Partiion | Ranking % |

=

MNodes | Edges ‘

@)= A A

[ InDegree

€

3

Color:

Range: |}

0

Define Indegree

Centrality:

Partition / Nodes /

Indegree

[> Apply

Partition | Ranking |

=

Podes e |

A A

[InDEgree

7

*

Min size: 251 H Max si 10

Range: I]

0

Define Max and Min Size of
Nodes

-
-

{

&

the




Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE PARTNERS

: Display the Shortest Path
if Exist between two
: clicked Nodes

Select 3 source node

Ezlect = target node

A 4 distant path has been found
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Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE
PARTNERS

| Network Overview Define Average Degree of

Average Degree A= | the Network

In-Degree Distribution

Count
T T - N L =
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Instruction for analysis of the
GIRLS SCHOOL DORMITORY DINING-TABLE

e~ == PARTNERS

eeeeee
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2.2. ANALYZING FACEBOOK NETWORKS
WITH GEPHI (NETVIZZ APP)

facebook

Sephi
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NETVIZZ o netvizz

1. Read the Paper “Studying Facebook via Data
Extraction: The Netvizz Application” Bernhard
Rieder

http://rieder.polsys.net/files/rieder_websci.pdf

» Using additional sources write a little review
about exited tools for data extracting from

Facebook
2. Sign into a Facebook account
» Search for “Netvizz” application

) Choose parameters you would like included in
the file Personal network (extracts your friends
and the friendship connections between them):
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NETVIZZ

facebook uscar

netvizz v1.0

Metvizz iz & tool that extracts data from different sections of the Facebook platform (personal profile, groups, pages) for research purposes, File
outputs can be easily analyzed in standard software.

For questions, please consult the FAQ and privacy sections, Mon-commercial use anly,
Big networks may take some time to process, Be patient and try not to reload!

Developing and hosting netvizz costs time and money, If the tool is useful for you, please consider to k Donate ,l

The following modules are currently available:

personal network - extracts your friends and the friendship connections between them

personal like network - creates a network that combines your friends and the objects they liked in a bipartite graph
aroup data - creates networks and tabular files for bath friendships and interactions in groups

page like network - creates a network of pages connected through the likes between them

page data - creates networks and tabular files for user activity around posts on pages

Choose option: Personal Network creating




Netvizz

facebook Buscar

netvizz v1.0

your personal friend network:

Creates a network file (gdf format) with all the friendship connections in your personal network, as well as a stat file {tsv format).

Select user data to incude in the file (sex, interface language, and account age ranking are standard):

[ friends' like and post count {public and visible to loaged user, first 1000 only), includes counts for received likes and comments on posts, adds an
additional £6 seconds of waiting time per friend

start

i

and

netvizz v1.0
Your files files have already been generated for today:
Your agdf file (right dick, save as...).

‘Your tab file (right dlick, save as...).

157



158

(OAL OF ASSIGNMENT:

o Work in the Group (not less then 3 students)

o Invent the “draft’ idea of Media-Project, which you are going to develop nearest time.

Your goal: Choose the potential group-owner of this Media-Project on the basis of the
results of Social Network Analysis.

For this goal:

Import your data from Facebook to Gephi.

Complete a research of the Facebook Networks via applying all Gephi’s tools and
during class learned technique for comparing Group’s Facebook Networks.

Prove the advantages of chosen group-owner Network.

Write the Report about results of Social Network Analysis and present it in the not
less than 15 Slides.
Report must contain:

o Tables with statistical data (see next slides)

o Visualizing the Networks using different known SNA measures and Filters tools

o Detecting the Communities of the Network and there short characteristic (description)

For completing this assignment you should study

o several examples of SNA research Reports. For example: hiip://www.slideshare.net/SandeepSharma65/social-

o Gephi guide: For example:

media-analysis-project?qid=80dd2c41-2e22-4a42-8d96-dc082afbbefl &v=default&b=&from search=5) ‘

http:/ /www.clementlevallois.net/gephi/tuto/en/gephi tutorial%20foundations en.pdf)




NODE LEVEL ANALYSIS (ASSIGNMENT)

o You need to report the top 20 developers in terms of
their
» Degrees
» Betweeness
» Closeness
o Analyze and 1dentify individuals (among top 20) who
has uncorrelated centrality measures and explain
why this may happen.

o Also please explain what these measures mean in the
context of Media-Project
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UNCORRELATED CENTRALITY MEASURES

Low

Low Degree Low Closeness
Betweenness

High Degree

High Closeness

High
Betweenness

Copyright 2013, Lada Adamic
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(GROUP AND LINK LEVEL
ANALYSIS (ASSIGNMENT)

o Identify and visualize the largest component in the given
network. Describe 1ts size and other characteristics.

o You need to report
» The number of communities
» Size of the largest component
* You also can use R

NETWORK LEVEL ANALYSIS (Assignment)

» Analyze the whole network and calculate all the following
network measures. Compare them with the Group’s
network topologies.

* You need to report

o Size of the network

o Centralization score (degree)
o Average degree

o Average path length

o Clustering coefficient

o Degree distribution
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COMMUNITY DETECTION AND
EVALUATION
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COMMUNITY DETECTION AND
EVALUATION
o Community: It i1s formed by individuals such that

those within a group interact with each other more
frequently than with those outside the group

group, cluster, cohesive subgroup, module in different
contexts

o Community detection: discovering groups in a network
where i1ndividuals’ group memberships are not
explicitly given

Why communities in social media?

*  Human beings are social

» Fasy-to-use social media allows people to
extend their social life in unprecedented ways

* Difficult to meet friends in the physical world,
but much easier to find friend online with similar

interests
* Interactions between nodes can help deter
communities
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COMMUNITY DETECTION

Community detection in graphs aims to identify the
modules and, possibly, their hierarchical organization,
by only using the information encoded in the graph
topology.

First attempt dates back to 1955 by Weiss and
Jacobson searching for work groups within a
government agency.
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COMMUNITIES — APPLICATION DOMAINS

o Social communities have been studied for a long time (Coleman,

1964; Freeman, 2004; Kottak, 2004; Moody and White, 2003).

o In biology - protein-protein interaction networks, communities are

likely to group proteins having the same specific function within the
cell (Chen, 2006; Rives and Galitski 2003; Spirin and Mirny, 2003),

o World Wide Web: communities correspond to groups of pages dealing

with the same or related topics (Dourisboure et al., 2007; Flake et al.,
2002),

o Metabolic networks they may be related to functional modules such

as cycles and pathways (Guimera and Amaral, 2005; Palla et al.,
2005),

o In food webs they may i1dentify compartments (Krause et al., 2003;

Pimm, 1979)
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COMMUNITY DETECTION AND
EVALUATION

Two types of groups in social media
— Explicit Groups: formed by user subscriptions
— Implicit Groups: implicitly formed by social interactions

Some social media sites allow people to join groups, is it
necessary to extract groups based on network topology?

— Not all sites provide community platform
— Not all people want to make effort to join groups
— Groups can change dynamically

« Network interaction provides rich information about the
relationship between users

— Can complement other kinds of information
— Help network visualization and navigation
— Provide basic information for other tasks
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COMMUNITY DETECTION IN GRAPHS

o How can we extract the inherent communities of graphs?

o Typically, a two-step approach

1. Specify a quality measure (evaluation measure, objective
function) that quantifies the desired properties of communities

2. Apply algorithmic techniques to assign the nodes of graph into
communities, optimizing the objective function

o Several measures for quantifying the quality of communities have
been proposed

o They mostly consider that communities are set of nodes with
many edges between them and few connections with nodes of
different communities

Many possible ways to formalize it
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TAXONOMY OF COMMUNITY CRITERIA

Roughly, community detection methods can be divided
into 4 categories:

o Node-Centric Community
— Each node in a group satisfies certain properties
o Group-Centric Community

— Consider the connections within a group as a whole.
The group has to satisfy certain properties without
zooming into node-level

o Network-Centric Community

— Partition the whole network into several disjoint sets

o Hierarchy-Centric Community

— Construct a hierarchical structure of communities ‘

Community Detection and Mining in Social Media. Let Tang and Huan Liu, Morgan &
Claypool? 2010




NODE-CENTRIC COMMUNITY DETECTION

Node-

Centric

Hierarchy- Comm Ul N |ty Group-
Centric D ete C't|| on Centric

Network-

Centric
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NODE-CENTRIC COMMUNITY DETECTION

Nodes satisfy different properties [

o Complete Mutuality

[¢liques O

o Reachability of members

[(k-clique, k-clan, k-club

o Nodal degrees

[k-plex, k-core

o Relative frequency of Within-Outside Ties
(LS sets, Lambda sets

[

Commonly used in traditional social network analysis
L]




COMPLETE MUTUALITY: CLIQUE

o Clique: A maximal complete subgraph of three or
more nodes all of which are adjacent to each other

Nodes 5, 6, 7 and 8 form a clique

o computationally complex to find the maximal clique
o Recursive pruning:
To find a clique of size k, remove those nodes with less than k-1

degrees

Node-Centric Community Detection

o [Very strict definition, unstable
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FINDING THE MAXIMUM CLIQUE

For a clique of size k, each node maintains degree >= k-1

* Nodes with degree < k-1 will not be included in the maximum
clique

* Recursively apply the following pruning procedure:

— Sample a sub-network from the given network, and find a clique
in the sub-network

— The maximum clique found on the sub-network (say, it contains k
nodes) serves as the lower bound for pruning. That is, the maximum
clique in the original network should contain at least £ members

— In order to find a clique of size larger thank, the nodes with degree

less than or equal to k—1, in conjunction with their connections can
be removed from future consideration.

* Repeat until the network 1s small enough

* As social media networks follow a power law distribution for node
degrees, i.e., the majority of nodes have a low degree, this pruning =

strategy can reduce the network size significantly
Node-Centric Community Detection
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MAXIMUM CLIQUE EXAMPLE

o Suppose we sample a sub-network with nodes {1-5} and
find a maximal clique {1, 2, 3} or {1,3,4} of size 3

o In order to find a clique >3, remove all nodes with
degree <=3-1=2

— Remove nodes 2 and 9

— Remove nodes 1 and 3 ‘

— Remove node 4
Node-Centric Community Detection
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MAXIMUM CLIQUE EXAMPLE

> g <- graph.formula(1-1,1-3,3-2,4-1,4-5,4-6,5-7,5-6,5-8,6-7,6-8,7-8,7-9,1-2,3-
4)

> plot(g)

> cliques(g)[sapply(cliques(g), length) == 3] @ |
> clique.number(g) Lo
[1]4 \

> largest.cliques(g)

(1]

[118567
# Defining the function
> c1 <- function(g){

+ return(induced.subgraph(g, largest.cliques(g)[[1]]))
+}

> kk<-c1(g)

> V(kk)

Vertex sequence:

[1] "5" "6" "7" "8"

> plot(kk, vertex.label=largest.cliques(g)[[1]])




CLIQUE PERCOLATION METHOD (CPM)

Normally use cliques as a core or seed to explore larger
communities

CPM is such a method to find overlapping communities (Palla
et al.,2005)

o Input

« A parameter k, and a network

o Procedure

* Find out all cliques of size k in a given network

« Construct a clique graph. Two cliques are adjacent if they
share k-1 nodes

« Each connected components in the clique graph form a

community ‘

Node-Centric Community Detection
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CPM EXAMPLE

For k=3, we can 1dentify all the cliques of size 3 as follows:

1, 2,3} {1,3,4} {4,5,6} {5,6,7; {5,6,8} {5,7,8} {6, 7, 8}

Two cliques are connected as
long as they share
k—1 (2 in our case) nodes

Communities:

{11 2; 3; 4} - |

{4'; 51 6; 7; 8} o

Node-Centric Community Detection
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REACHABILITY OF MEMBERS

This type of community considers the reachability
among actors.

In the extreme case, two nodes can be considered as belonging to one
community if there exists a path between the two nodes. Thus each

connected component is a community.

The components can be efficiently identified in O(n+m)
time (Hopcroft and Tarjan,1973), linear with respect to
number of nodes and edges in a network.

Any node 1n a group should be reachable in & hops

Node-Centric Community Detection
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REACHABILITY OF MEMBERS. K-CLIQUE, K-CLUB
k-clique: a maximal subgraph in which the largest geodesic
distance between any nodes <= k.

The set 1s maximal in the sense that no other node in the graph is
distance % or less from every other node in the subgraph.

This corresponds to being "a friend of a friend"

Note that the geodesic distance is defined on the original network. Thus, the geodesic
1s not necessarily included in the group structure

A k-clique can have geodesic distance larger than k in the subgraph

e.g., 2-clique {1,2,3,4,5}, but geodesic distance between nodes 4 and 5
within the group is 3

k-club: a substructure of diameter <= k

Cliques: {1, 2, 3}

(2—®) 2-cliques: {1, 2, 3, 4, 5},{2,3,4,5, 6}
0‘“0 2-clubs: {1,2,3,4}, {1, 2, 3, 5}, {2, 3, 4, 5, 6}
—

Node-Centric Community Detection
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NODAL DEGREES: K-PLEX

Each node should have a certain number of
connections to nodes within the group

o k-plex: for a group with n, nodes, each node should be
adjacent no fewer than n.k in the group

- 1f A has ties with B and C, but not D, while both B and C
have ties with D, all four actors could fall in clique
under the K-Plex approach

- Rather than the large and "stringy" groupings sometimes
produced by n-clique analysis, k-plex analysis tends to
find relatively large numbers of smaller groupings. This
tends to focus attention on overlaps and co-presence
(centralization) more than solidarity and reach

Node-Centric Community Detection
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NODAL DEGREES: K-CORE

o k-core: a substructure that each node connects to at
least £ members within the group (each vertex has at
least degree k).

o Hence, every member of a 2-core is connected to at
least 2 other members, and no node outside the 2-core
1s connected to 2 or more members of the core
(otherwise it would not be maximal).

The definitions are complementary

A k-core is a (n,-k)-plex
The coreness of a vertex 1s k if it belongs to the k-core
but not to the (k+1)-core.
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K-CORE EXAMPLE

> cores<-—graph.coreness(qg)

cores

2 34 58788

# This function calculates the coreness for
each vertex

2 22 333 31

maxCoreness <-— max(cores)

# Getting k-core subgraph

maxtoreness

verticesHavingMaxCoreness <- which (cores == maxCoreness)
verticesHavingMaxCoreness

e 7 8
e 7 8

>
1
2
>
>
(1] 3
>
>
2
2

> kecore <- induced.subgraph (graph=g,vids=verticesHavingMaxCoreness)
> ztri(kcore)
IGRAPH UN-- & & —-

+

+ edges
5 — &,
& — 5,
7T — 5,
g8 — 5,

Aattr: name

(v/c)

[vertex names) :

Ty

r

=

T
6
6

r

8

8
8
T

Node-Centric Community Detection
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EXTRACT THE MAXIMAL-CORE @

> par (mfrow=c({l, 2))
> plot (kcore, main="k-core",

+ wertex.label=get.vertex.attribute (kcore,name="vert.names"',index=V (kcore)))
> plot (g, main="Network™)

Network

Node-Centric Community Detection
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RECAP OF NODE-CENTRIC COMMUNITIES

o Each node has to satisfy certain properties

- Complete mutuality

- Reachability

- Nodal degrees

o Limitations:

- Too strict, but can be used as the core of a community

- Not scalable, commonly used in network analysis with
small-size network

- Sometimes not consistent with property of large-scale
networks - e.g., nodal degrees for scale-free networks

Node-Centric Community Detection
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HIERARCHY-CENTRIC COMMUNITY
DETECTION

Node-
Centric

Hierarchy- Communlty Gmup-
LY Detection W cee

Network-
Centric
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HIERARCHY-CENTRIC COMMUNITY DETECTION

o Goal: build a hierarchical structure of
communities based on network topology

o Allow the analysis of a network at different
resolutions

o Representative approaches:
» Divisive Hierarchical Clustering
» Agglomerative Hierarchical clustering

Hierarchy-Centric Community Detection
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DI1VISIVE HIERARCHICAL CLUSTERING

o Divisive clustering
» Partition nodes into several sets
» Each set is further divided into smaller ones
» Network-centric partition can be applied for the partition

o One particular example: recursively remove the
“weakest” tie
» Find the edge with the least strength

» Remove the edge and update the corresponding strength of each
edge

o Recursively apply the above two steps until a network is
discomposed into desired number of connected components.

o Each component forms a community

Hierarchy-Centric Community Detection
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EDGE BETWEENNESS

o The strength of a tie can be measured by edge betweenness

o Edge betweenness is a measure to count how many shortest paths
between pair of nodes pass along the edge, and this number is expected to
be large for those between-group edges (Brandes, 2001)

osile)

st

edge-betweenness(e) = ¥,

The edge betweenness of e(1, 2) is 4.

Since all the shortest paths from node 2 to
any node in {4, 5, 6, 7, 8, 9} has either to
pass e(1, 2) or e(1, 3), leading to a weight of
6x1/2=3 for e(1,2).

e(1,2) is the shortest path between 1 and 2
Hence, the betweenness of e(1,2) is 3+1=4

o The edge with higher betweenness tends to be the bridge between two
communities.

Hierarchy-Centric Community Detection
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DIVISIVE CLUSTERING BASED ON EDGE BETWEENNESS

(COMMUNITY STRUCTURE IN SOCIAL AND BIOLOGICAL NETWORKS,
NEWMAN AND GIRVAN, 2004)

Initial betweenness value

1 2 3 4 9
imo 41 9 0 00 0O
4 0 4 0 0 0 0 0 O
kM1 4 0 9 0 0 0 0 O
‘9 0 9 0 10 10 0 0 O
0 0 0 10 0 1 6 3 O
(w0 0 0 10 1 0 6 3 0
y@ 0 0 0 0 6 6 0 2 8
0 0 0 0 3 3 2 0 0
kM0 0 0 0 O 0 8 0 O

After remove e(4,5), the
betweenness of e(4, 6) becomes

Remove e(4,5), e(4,6) 20, which is the highest;
— After remove e(4,6), the edge

e(7,9) has the highest

remove &(7.9) betweenness value 4, and should
@ o be removed. ‘

Hierarchy-Centric Community Detection
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DIVISIVE CLUSTERING BASED ON EDGE @
BETWEENNESS EXAMPLE

edge.betweenness.community(graph)

# returns a numeric vector, the edge betweenness value of the
removed edges

189



190

DIVISIVE CLUSTERING BASED ON EDGE
BETWEENNESS EXAMPLE

> bet<-edge.betweenness.community(g)

> gystem.time(bet<-edge.betweenness.community(g))
> betfmembership

[1] 111122222

> betfremoved.edges
[1] & T 14 1 4 2 3 5 & 9 10 11 12 13

®

> plot(bet, g)

> library(ape)

> de

_____




DIVISIVE CLUSTERING BASED ON EDGE
BETWEENNESS EXAMPLE

> kk<-induced.subgraph(g, bet$membership==1)

> kk1<-induced.subgraph(g, bet$membership==2)
> plot(kk1,vertex.label=V(g)[bet$membership==2])
> plot(kk,vertex.label=V(g)[bet$membership==1])

R
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RECAP OF HIERARCHICAL CLUSTERING

o Most hierarchical clustering algorithm output a binary
tree

» Each node has two children nodes

» Might be highly imbalanced

o Divisive clustering is more stable, but generally more

computationally expensive

Hierarchy-Centric Community Detection
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NETWORK-CENTRIC COMMUNITY DETECTION

Node-
Centric

Hierarchy- Commqnity Group-
L Detection ~ Centric

Network-

Centric ‘
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NETWORK-CENTRIC COMMUNITY DETECTION

To form a group, we need to consider the connections
of the nodes globally.

Goal: partition the network into disjoint sets

o Groups based on Modularity Maximization
o Groups based on Node Similarity

o Groups based on Cut Minimization

Network-Centric Community Detection
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MODULARITY. MAIN IDEA

o Modularity (Newman and Girvan 2004; Newman,
2006) measures the strength of a community partition
by taking into account the degree distribution

o Initially introduced as a measure for assessing the
strength of communities

Q = (fraction of edges within communities) —
(expected number of edges within communities)

Network-Centric Community Detection
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MODULARITY

o What is the expected number of edges?

« Random graphs are not expected to present inherent community
structure

o Consider a configuration model

* Random graph (with m edges) model with the same degree
distribution

* Let P,. = probability of an edge between nodes i and j with degrees

ij —
d; and d; respectively
e Then P;; =d; d;/2m

The expected number of edges
between nodes 1 and 2 is
3*2/ (2*14) = 3/14

o So A;;—d;d/2m measures how far the true network interaction between
nodes i and j (Aij) deviates from the expected random connections. ‘

Network-Centric Community Detection
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MODULARITY

o Given a group of nodes C, the strength of community effect
1s defined as

Y Aij—did;j/2m

ieC,jeC

o To partition the group into multiple groups, we maximize

~ 2m Z Z (Aij — didj/2m)

£=1 IECi jECE

where the coefficient 1/2m 1s introduced to normalize the
value between -1 and 1.

o Modularity calibrates the quality of community partitions
thus can be used as an objective measure to maximize

Network-Centric Community Detection
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PROPERTIES OF MODULARITY

Larger modularity Q indicates better communities
(more than random intra-cluster density)

The community structure would be better if the
number of internal edges exceed the expected number

> Modularity value is always smaller than 1

It can also take negative values,
» E.g., if each node 1s a community itself

No partitions with positive modularity = No community
structure

Partitions with large negative modularity — Existence of
subgraphs with small internal number of edges and large
number of inter-community edges

[Newman and Girvan ‘04], [Newman ‘06], [Fortunato ‘10]
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APPLICATIONS OF MODULARITY

oModularity can be applied:
» As quality function 1n clustering algorithms

» As evaluation measure for comparison of
different partitions or algorithms

» As a community detection tool 1tself
oModularity optimization

» As criterion for reducing the size of a graph

(size reduction preserving modularity [Arenas
et al. ‘07])
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MODULARITY-BASED COMMUNITY DETECTION

o Modularity was first applied as a stopping criterion in the
Newman-Girvan algorithm

o Basic steps:
1. Compute betweenness centrality for all edges in the graph
2. Find and remove the edge with the highest score

3. Recalculate betweenness centrality score for the remaining
edges

4. Go to step 2

o How do we know if the produced communities are good ones
and stop the algorithm?

o The output of the algorithm is in the form of a dendrogram

o Use modularity as a criterion to cut the dendrogram and
terminate the algorithm (Q~=0.3-0.7 indicates good
partitions) ‘

o Complexity: O(m?n) (or O(n?) on a sparse graph)
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[Newman and Girvan ‘04]
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MODULARITY OPTIMIZATION

o High values of modularity indicate good quality of
partitions

o Goal: find the partition that corresponds to the
maximum value of modularity

o Modularity maximization problem:
» Computational difficult problem [Brandes et al. ‘06]
» Approximation techniques and heuristics

o Four main categories of techniques
1. Greedy techniques
2. Spectral optimization
3. Simulated annealing
4. Extremal optimization

[Fortunato ‘10]

202




NEWMAN’S ALGORITHM (GREEDY TECHNIQUES 1)
FAST ALGORITHM FOR DETECTING COMMUNITY STRUCTURE IN NETWORKS,

NEWMAN, 2004

o Newman’s algorithm [Fast algorithm for detecting community
structure in networks, Newman, 2004]
o Agglomerative (bottom-up) hierarchical clustering algorithm

o Idea: Repeatedly join pairs of communities that achieve the
greatest increase of modularity (dendrogram representation)

1. Initially, each node of the graph belongs on its own cluster

(n)
2. Repeatedly, join communities in pairs by adding edges:
a. At each step, choose the pairs that achieve the greatest increase (or

minimum decrease) of modularity
b. Consider only pairs of communities between which there exist edges
(merging communities that do not share edges, it can never improve

modularity)

o Complexity: O((m+n) n) (or O(n?) on a sparse graph)
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MODULARITY OPTIMIZATION EXAMPLE @

optimal.community (graph, weights = NULL)

# This function calculates the optimal community structure of a graph, by
maximizing the modularity measure over all possible partitions

> oc <— optimal.community(g)

> oc
Graph community structure calculated with the optimal algorithm

Humber of communities: 2
Modularitcy: 0.3469388
Membership wvector:
0123456 7E
111122222

> gystem.time(bet<-edge.betweenness.community(g))

> gystem.time(oc <- optimal.community(g))
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GREEDY TECHNIQUES (2)

Can we improve the complexity of Newman’s algorithm?

Greedy optimization algorithm by Clauset, Newman and Moore
[Clauset et al. ’04]

Key point: large graphs are sparse

Exploit sparsity by using appropriate data structures for sparse

graphs (e.g., max-heaps)

A sparse matrix for storing the variations of modularity AQ; ; after joining

two communities i, j (in the case they are connected by an edge)

* A max-heap data structure for the largest element of each row of matrix

AQ); ; (fast update time and constant time for findmax() operation)

Complexity: O(m d log n), d is the depth of the dendrogram describing

the performed partitions (the community structure)
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GREEDY OPTIMIZATION ALGORITHM @

FINDING COMMUNITY STRUCTURE IN VERY LARGE NETWORKS, AARON CLAUSET,1 M.
E. J. NEWMAN,2 AND CRISTOPHER MOORE, 2004

fastgreedy.community(graph, merges=TRUE,
modularity=TRUE, membership=TRUE,
weights=E(graph)$weight)

# This function tries to find dense subgraph, also called communities in graphs
via directly optimizing a modularity score
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GREEDY OPTIMIZATION ALGORITHM EXAMPLE

> fes <- fastgreedy.community(g)

Li=st of 2
2 merges . nuam [1:8, 1:2] T 2 3 12 5 & 10 1& 9 1
£ modularity: num [1:9] -0.1224 —-0.0612 -0.0051 0.0995 0.1607
— attr(*, "clas=s")= chr "communities"™

> str(fcs) . s
Graph community structure calculated with the fast greedy algorithm
Humber of communities (best split): 2
Modularity (best split): 0.34659388
HMembership vector:
0123456 7HE8
222211111

# The merges performed by the algorithm will be stored here. Each merge is a row in a two-column
matrix and contains the ids of the merged communities. Communities are numbered from zero. In
each step a new community is created from two other communities and its id will be one larger than
the largest community id so far. This means that before the first merge we have n communities.

> foczfmerges

s ['1}; [,2; > dendPlot(fcs, mode="phylo")
[2,1] 2 1
3,1 3 11
[4,1] 12 4

[5,1] 5 B
(8,1 & 14
7,1 10 15
[g,1 18 13
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SPECTRAL OPTIMIZATION ALGORITHM
’I

M.E.J. NEWMAN. FINDING COMMUNITY STRUCTURE USING THI
EIGENVECTORS OF MATRICES

leading.eigenvector.community(graph, steps =-1,
weights = NULL, start = NULL, options =
igraph.arpack.default, callback = NULL, extra =
NULL, env = parent.frame())

# The function documented in these section implements the
leading eigenvector’ method developed by Mark Newman.

o The leading eigenvector method works by calculating the eigenvector of
the modularity matrix for the largest positive eigenvalue and then
separating vertices into two community based on the sign of the
corresponding element in the eigenvector. If all elements in the
eigenvector are of the same sign that means that the network has no

underlying community structure.

o Directed edges: FALSE

o Weighted edges: FALSE

o Handles multiple components: TRUE
o Runtime:c|V|[*2+ |E]|
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NODE SIMILARITY

o Node similarity 1s defined by how similar their
Interaction patterns are

Or

o Node similarity is defined in terms of the similarity of
their neighborhood

A key related concept is structural equivalence:

two nodes are structurally equivalent 1if they are
connecting to the same set of actors

Nodes 1 and 3 are
structurally equivalent;
So are nodes 5 and 7.

Network-Centric Community Detection
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NODE SIMILARITY

o Groups are defined over equivalent nodes

- Too strict

- Rarely occur in a large-scale

- Relaxed equivalence class is difficult to compute

- In practice, use vector similarity

- elg.,

- Cosine similarity (Hopcroft et al.,2003),
- Jaccard similarity[(Gibson et al.,2005)

Network-Centric Community Detection
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VECTOR SIMILARITY

o For two nodes v; and v; in a network, the similarity between the two are
defined as

N, AN N, AN,

N, UN|

Jaccard(v,v;) = Cosine(v,v,)=

’NJHN"

J
N,={1,3,5,6}, and N ={4,5,7,8}

Thus, the similarity between the two nodes are:

Jaccard(4,6 ) = ’{5H = ! Cosine(v,v,)= M -
11345678 7 !

But what about similarity of nodes 7 and 9?

Normal similarity-based methods have to compute the similarity for each
pair of nodes, totaling O(n?).

It 1s time-consuming when n 1s very large.
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VECTOR SIMILARITY
N,={1,3,5,6}, and N,={4,5,7,8!

Thus, the similarity between the two nodes are:

15} 1 5
Jaccard(4,6 ) = | {1,3,4,5,6,7,8H = > Cosine(v,v,)= |{ H

But what about similarity of nodes 7 and 9?

Normal similarity-based methods have to compute the similarity for each
pair of nodes, totaling O(n?).

It 1s time-consuming when n is very large. ‘

Network-Centric Community Detection




CUT-MINIMIZATION

The objective function is modified so that the group sizes
of communities are considered. Two commonly used
variants are ratio cut and normalized cut.

o Let z=(C,,C,, --,C,) be a graph partition such that
C;NCj =¢p and /,_,C; =V.

The ratio cut and the normalized cut are defined as:

k cut(C.
Ratio Cut(w Z
i=1 |C | C,:a community
~ |C;|: number of nodes in C,
(-ut C’ vol(C,): sum of degrees in C,
Normalized Cut(w =7 Z 3

Network-Centric Community Detection
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CUT-MINIMIZATION

For partition inred: 7

C1=1{9}
C,=11,2,3,4,5,6,7,8}
cut(Cy, Cy) =1

Gl =1,1C =8

vol(Cy) = 1, and vol (Cy) = 27

1/1 1
Ratio Cut(m,) = 3 (i + g) =9/16 = 0.56

1 1
1 27

Normalized Cut(m;) = % (— - —) = 14/27 = 0.52

For partition in green: 72

1 /2 2
Ratio Cut(ms) = = (— + —) = 9/20 = 0.45 < Ratio Cut(m)

2\4 5

- ,
. _ 1 cut(Cz‘,Ci)
Ratio Cut(w) = k&G
. _
' B 1 cut(C;, C;)
Normalized Cut(7) = % ; “wol(Cy)

C,:a community
|C,|: number of nodes in C,
vol(C): sum of degrees in C,

1/ 2 2
Normalized Cut(ms) = - (— + —) = 7/48 = 0.15 < Normalized Cut(m)

2\12 16

Both ratio cut and normalized cut prefer a balanced partition 72 ‘

Network-Centric Community Detection




RECAP OF NETWORK-CENTRIC COMMUNITY

o Network-Centric Community Detection
» Groups based on Modularity maximization
» Groups based on Node Similarity
» Groups based on Cut Minimization

o [1GGoal: Partition network nodes into several
disjoint sets

o [lLimitation: Require the user to specify the
number of communities beforehand

Network-Centric Community Detection
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GROUP-CENTRIC COMMUNITY DETECTION
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GROUP-CENTRIC COMMUNITY DETECTION

o Consider the connections within a group as whole []
o [Some nodes to have low connectivity

One such example is density-based groups:

o A subgraph with V_ nodes and E, edges is a y-dense (also called
quasi-clique (Abello et al.,2002)) if

Bl .
|V5|(|V3| _' 1)/2 N

o A similar strategy to that of cliques can be used (Recursive pruning):

Local search: Sample a subgraph, and find a maximal y-dense
quasi-clique (say, of size k)

> the resultant size = k

Heuristic pruning: Remove nodes that:

» whose degree <ky ‘
» all their neighbors with degree <ky

Group-Centric Community Detection
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2.3. COMPARING THE COMMUNITY DETECTION

ALGORITHMS IN IGRAPH

1. Export Graph file from Gephi to .graphml format and read it in R.
* read.graph(‘path/graph”, format="graphml”)

2. Analyze the different community detection algorithms in IGraph .

3. Results present in the Graphical and Table form (fill the following table)

Function

walktrap.commu
nity
label.propagatio
n.community
spinglass.commu
nity

leading.eigenvect

or.community

fastgreedy.comm

edge.betweennes
s.community

Runtime

Directed

edges

Calculate
the

Form the
Members

Reference

P. Pons, M. Latapy.
Computing communities in large
networks using random walks
P. Pons, M. Latapy.
Computing communities in large
networks using random walks
J. Reichardt and S. Bornholdt.
Statistical mechanics of
community Detection
M.E.J. Newman. Finding
community
structure using the eigenvectors of
matrices
A. Clauset, M.E.J. Newman, C.
Moore. Finding community
structure in very large networks

M.E.J. Newman and M. Girvan.
Finding and evaluating community
structure in network




BIPARTITE NETWORKS

Polygona‘odoratum

Pae°"‘.“°‘"a"s Rhamn rtifolius
Prunu’)strata

i 3 Sylvia munis
Arun.icum Rubja Ll Sylvia_donspicillata

Cotoneast‘ranatensns i L.,I o Flcedm‘pquémm.s major

Rhamn.axatilis Turd Rubus.'ufollus Sylwa.nllans
Jumpen..ycedrus unlpem‘mmu d oﬂ:’m%lumbus Sy’l:::rin
Seri

Junipe bina T““’ . ! rinu
Hed.qelix ‘aws Taxu.ccata < Serim..tinel

Turdus melos
aris : ?
Amelan oval thorea  Junipe Eaa St pasge SyMa_m‘ocepr
Turdu

Daphn‘ufeola F"’;‘“:::.'! aljlor:otgrgayt?aﬂ’;m%;" tatus
SOI"‘aﬁa PaQter /4
urd ilaris b ‘ca
Loxia_n‘irostra Corv.orax
Emb._cia

Lonice.trusca

Lonicer.lendida

219



220

BIPARTITE NETWORKS

A complete bipartite graph 1s a graph G whose vertex
set V can be partitioned into two non empty sets:

V,and V,
In such a way that:
- every vertex in V, is adjacent to every vertex in V,,
- no vertex in V, is adjacent to a vertex in V,,

- and no vertex in V, 1s adjacent to a vertex in V..

If V, has r vertices and V, has s vertices then the
complete bipartite graph 1s written as K, .



BIPARTITE NETWORKS (FIRST SCENARIO)

* two types of actors,
* one type of actor can only interact with the other type of

actor.

For example, picture a network of pollination interactions
between plants and their pollinators. Pollinators only
pollinate plants, so there are no edges between
pollinators. Similarly, there are no edges between plants.

Plant 1 Plant 2 Plant 3 Plant 4
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BIPARTITE NETWORKS (SECOND SCENARIO)

You have individuals belong to particular groups.
Edges represent membership of individuals in groups.
These are sometimes called affiliation networks.

Here, you can imagine:
« 'individuals' being one set of nodes,
* and 'groups' being another set of nodes.

Individuals can only be connected to groups, and vice versa.
In this case, you might actually be interested in generating a social network of

individuals based on co-membership. We can do this using what is called a one-
mode projection, or bipartite projection

Group 1 Group 2 Group 3 Group 4

Examples:

Suppliers-Store (Transportation)
Machine-Jobs (Assignment)
Actors-Films

Authors-Articles
Directors-Boards
Readers-Newspapers
Researchers-Conferences




BIPARTITE NETWORKS

We'll use the example of 5 individuals belonging to 4
different grouwns.

» A=c(1,1,0,0)

> B=c(l1,0,1,0)
» C=c(l,0,1,0)
> D= (0,1,0,1)
» E=c({0,0,1,1)
> bm=matrix(c{A,B,C,D,E) ,nrow=5s,byrow=TRUE)
> bm

(.11 21 [,3] [,4]
[1,1 1 1 0 0
[2,1 1 0 1 0
[3,1 1 0 1 0
[4,1 0 1 0 1
[5,1] 0 0 1 1

> dimnames (bm)=list (c("A" , "B", "C","D" , "E") ,c("Groupl™, "Group2", "Group3"™, "Group4™) )

This should create a matrix that looks like this:

> bm

Groupl GroupZ Group3 Group4
A 1 1 0 0
B 1 0 1 0
C 1 0 1 0
D 0 1 0 1
E 0 0 1 1

®
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BIPARTITE NETWORKS

o You can convert this directly into an igraph object:

> bg=graph.incidence (bm)

> =tr(bg)

IGRAPH UN-B 9 10 —-

+ attr: type (v/1l), name (v/c)

+ edges (vertex names):
[1] 2--Groupl A--Group2 B--Groupl B--Group3 C--Groupl C--Group3 D--GroupZ D--Group4
[2] E-—Group3 E--Group4

The first line always starts with IGRAPH, showing you that the object is an igraph
graph. Then a four letter long code string is printed.

The first letter distinguishes between directed (‘D’) and undirected (‘U’) graphs.
The second letter is ‘N’ for named graphs, i.e. graphs with the name vertex
attribute set. The third letter is ‘W’ for weighted graphs, i.e. graphs with the
weight edge attribute set. The fourth letter is ‘B’ for bipartite graphs, i.e. for
graphs with the type vertex attribute set.

Then, after two dashes, the name of the graph is printed, if it has one, 1i.e. if the
name graph attribute is set.

From the second line, the attributes of the graph are listed, separated by a comma.

After the attribute names, the kind of the attribute — graph (‘g’), vertex (‘v’) or
edge (‘e’) — is denoted, and the type of the attribute as well, character (‘C’), ‘
numeric (‘nn’), logical ('), or other (‘x’).
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BIPARTITE NETWORKS @

Check the attributes
> Vibg) $type
[1] FALSE FALSE FALSE FALSE FALSE TRUE TRUE TRUE TRUE

> V(bg) fname
[1] R Ll = now nom nE™ "Groupl™ "GroupZ2"™ "Group3"™ "Group4™
You see that igraph has arranged both individuals and groups as nodes, and

then created the attribute 'type' to indicate that these are two distinct
classes of nodes

Now let's see what this network looks like

» shapes=c ("circle","circle"™, "circle" "circle", "circle™,
"agquare™, "sqgquare™, "agquare™, "aquare™)

> labeldi=stances=c|(0,0,0,0,0,0.6,0.6,0.6,0.86)

> plot (bg, vertex.shape=shapes,
wvertex.label .dist=labeldisztances, vertex.color=V(bg) $tvpe)
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BIPARTITE NETWORKS

226




BIPARTITE PROJECTIONS

Let's say you are interested in the co-membership relations

between the individuals.

What you need to do is to create a one-mode projection of the

bipartite network.

Note that there are actually TWO ways to project a bipartite

network:

o you can make a co-membership network of nodes,

o or a network of groups that share members.

You can get both of these at once with this function:

> pr=hipartite.projection (bg)
> pE

fprojl

IGRAPH UHNW- 5 7 —

+ attr: name (v/c), weight (e/n)

Sprojz2
IGRAPH UNW- 4 4 —

+ attr: name (v/c), weight (e/n)

you can see here that the bipartite
projection has given us a list object with
two graphs:

prdprojl (5 vertices and 6 edges)

pr¥proj2 (4 vertices and 6 edges) ‘
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BIPARTITE PROJECTIONS
PX

Grovp2

-] cency matrix of the first
@ dividuals)

attr="weight™)

Groupl’ !

Co-membership network
of nodes

T Group3 @

Now, you have an affiliation
network of individuals based on co-
membership in groups.
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BIPARTITE PROJECTIONS

o...

at this point, 1t 1s useful to know that bipartite
projections are not magic. In fact, you can project the
bipartite network manually by multiplying the
bipartite/affiliation matrix by its transpose (the
same matrix flipped along its diagonal), then
setting the diagonal to 0:

> aff=bmT*~3FTt (lbm)

= diagi{aff)=0
> arff

0 B C D E
A O 1 1 1 O
BE 1 O 2 O 4
1 2 O O 4
D1 © O O 4
E O 1 1 31 O

1




CONCLUSION

Our goal in preparing this book was to provide a very basic introduction to the core ideas of social network
analysis, and how these ideas are implemented in the methodologies that many social network analysts use.
Social network analysis is a continuously and rapidly evolving field and is one branch of the broader study of
networks and complex systems. The concepts and techniques of social network analysis are informed by, and in-
form the evolution of these broader fields. We hope that this tutorial will serve as a starting point for working in
social networks.
Recommendation

The Encyclopedia of Social Network Analysis and Mining (ESNAM) is the first major reference work to
integrate fundamental concepts and research directions in the areas of social networks and applications to data
mining. While ESNAM reflects the state-of-the-art in social network research, the field had its start in the 1930s
when fundamental issues in social network research were broadly defined. These communities were limited to
relatively small numbers of nodes (actors) and links. More recently the advent of electronic communication, and
in particular on-line communities, have created social networks of hitherto unimaginable sizes. People around the
world are directly or indirectly connected by popular social networks established using web-based platforms rather
than by physical proximity. Reflecting the interdisciplinary nature of this unique field, the essential contributions
of diverse disciplines, from computer science, mathematics, and statistics to sociology and behavioral science, are
described among the 300 authoritative yet highly readable entries. Students will find a world of information and
insight behind the familiar facade of the social networks in which they participate. Researchers and practitioners
will benefit from a comprehensive perspective on the methodologies for analysis of constructed networks, and the
data mining and machine learning techniques that have proved attractive for sophisticated knowledge discovery in
complex applications. Also addressed is the application of social network methodologies to other domains, such
as web networks and biological networks.

Network Data Collected via Web | Request PDF. Available from: https://www.researchgate.net/publica-
tion/272157724 Network Data Collected via Web [accessed Feb 11 2018].
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TTOJTATOK

Hajikpami ykpaiHCbKI conmepe:xi

VYka3zom [lpesunenra Ykpainu Bin 15 tpaBus 2017 p. No 133 BBeneHo 3a60poHy 1HTEpHET-TpoBaiinepam Ha
HaJaHHS TOCIYT 3 IOCTYIy KOpUCTyBauaMm Mepexi [HTepHer 1o pecypceis cepsiciB «Mail.ru»y (www.mail.ru) 1 co-
iaJIbHO opieHTOBaHuX pecypciB «BKonTakTe» 1 «OIHOKIACCHUKI.

Taxox caHkIii BBeeHO 100 cepBiciB «Yandex» «SHaekc ABIaKBUTKHY», «auto.ruy, «SIHAeKC aynuTopiiy,
«Sunexc Adimay, «Annexc ['pomny, «Anaexec BeOmaiictepy, «Anaekc Bineoy, «Annexc Yacy, «SHIeKC TUPEKTY,
«SHpexc nucky», «IHaekc KapTu» Ta iH.

3 EASKTDONNS 3APeca Mapons 20 yKpaiHChKHMX COLIAJILHUX MEPEiK,
AKUMH MOKHA 3aMiHMTH 320JI0KOBaHI
UkerOpen - GaratonopucTyBatnidUsES iINTERIKTARHS COWAARNS MEpEac, SKa CTRODEMA 1 .
B O PHCTAHHAEM CYyuUacHA L TeNHOASI A Boxa POIpoLASHA 3 YPAMBAHHAEM BILyE NobaIHE 1 ((BKOHTaKTe)) 1 (<OHHOK‘]1aCCHHKH))
NPOACENYE OHOBRFIBATHC LECIHR
ON 28 TPABHSI 2017.
Colianuia mepena URrOpen He CeomMAoBINg 3 mOoaHS! BAOMST Mepexi, & NOBHTIY
MAMNFHCAHA, JANR BalED] !l:-:;."-lbdl:!l:‘J

Tamom B COWRMALHY MERExRY BEYIO0AHS NOWYKOBS CHCTEMA HOBITH, AKa S0€ MOGKANBICTEL HE
TLAEKE Gy T B KyYPCi OCTaHHIX Nogid, a & oSroscpem Wi nogil 3 KopMcTyBauanm,

2 1. UkrOpen —  yKpalHCbKa  CO-
EIPDADEDT I[iaTbHa  Mepeka, CTBOpeHa 3 HYyJIA.
VY Hei BOyJOBaHa IMOIIYKOBAa CUCTEMA, IO J0-
3BOJISIE HE TIILKU OYTH B KypCl OCTaHHIX IO/,
a i 0OroBOprOBaTH iX 3 1HIIMMH KOPUCTyBava-
Mu. PeecTpariiss Ha pecypci 103BOJIEHa KOPHUC-
TyBaudaM Bij 13 pokiB.

Peectpaujin

By mated, BxaeiTs Base is” | mplaessue, e 0nosome Baiiees QEyERs FHamnQeTIe
B
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2. IL. ykp — Burmisgae sk noegnanusa «Peiicoyk» 1 «BKonrakre». Ha3zBa moxoauts Big ckopoueHHs ciiB «Le —
VYkpaina». Pecypc mo3uitionye cede ik MOJIOAy YKPAiHChKY COIMEPEKY; CTBOPEHUN ITi/T KEPIBHUIITBOM KHUSTHUHA
Muxaiina I'punenka. [TopTan nocTiiHO MPOBOJIUTH KOHKYPCH ISl CBOiX KOPUCTYBauiB. Takoxk CIOu MOXHA OJ1-
HUM KJIIKOM TMepeHecTH BCro iHdopMairiro 3 « BK».

MW cTBOpUNYW ANA Bac AKICHY, cTabinkHy Ta
BeaneyHy covjiantHy Mepexy
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3. UKRFACE sBnsie coboro nesuuit ridopug «BK» 1 «®by. Tam TouHo He 3aryouiiics: € i ocoOucTa CTopiHKa,
1 1py3i, 1 My3uKa, (OTO, BiI€O Ta 1HII 3BUYHI IIyHKTHU MEHIO 3anucy. ['onoBHa «}immka» — JOCTyHE CIIIKYyBaHHS
KPUMCBHKO-TaTapChKO MOBOIO.

UKRFAGE

UKRFACE - npoekT cTBOpPEHWR [ANA CRiNKYBaHHA _

1 ob'enHanHA Hapoay Yepaiim, 3 HoBMMM
hyHKUIAMM | OZIEHHHMM OHOBNEHHAMY. -
k

Pl Ejumips

i




4. YKpainui — ojHa 3 NMepux BITYM3HAHUX COLMEpEX 3 nmarpiornunuM yxuiom. CtBopena B ciuni 2009 p.,
MpOTE KOPUCTYBaUiB TaM HE TaK Bke i 6araTo, Hemae PoTo, Biieo a0 My3uKH. Takok HEMAE 1 CTPIYKU HOBHH.
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5. Vreale.net no3uitionye ce6e ik He3aleKHE YKpAiHChbKE IHTEPHET-CIIIBTOBAPUCTBO, SKE HAJIA€ aKTyalbHI Ta
MOMYJISIPHI IHCTPYMEHTH JIJ1s1 3HaOMCTBA, CIIJIKYBaHHS, PO3Bar, CAaMOOCBITH, TIPOBEJICHHS KOHKYPCIB 1 BIpTyallb-
HUX 3MaraHb, OpraHizaiii rpyIn CoiIbHUX IHTEPECIB 1 3aXOIJIEHb, a TAKOXK JUIsl OpraHi3allii 0cOOMCTHX Ta KOpropa-

TUBHUX 3YCTPIUeH y peaibHOMY JKUTTI.
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6. VsiTut.com — comiaiibHa Mepexa YKpaiHH, CTBOPEHA SIK BOJIOHTEPChKUIN IHTEPHET-IIPOEKT 1 HE HAJIEKUTB J10
’KOJTHOT MapTii YU CIUTBHOTH. SIK 3asBISIIOTH pO3POOHUKH, TOJIOBHOIO METOIO MPOEKTY € 00’ €THAHHS YKPATHCHKUX
MaTpiOTIB HE3aJIEKHO B1JI MOBU CIIJIKYBaHHS Ta MICIS IPOKUBAHHA. ['0JI0BHOIO OCOOJIMBICTIO I11€1 COIMEPExK €
IIOMICSIYHE OHOBJICHHSI KOMIIOHEHTIB 1 MOJIYJIIB CalTy, BIAKPHUTI PO3/LIH JIJIsi TOCTEH CalTy.

i ToNE MOUFKSAIE  EONGAFYNE  FAMDMIA BAID WEAKR CTOSTEEN g =

MEPERA aBOI T Tw BESMEKA MINMHAPDQHA AILLEHIIA
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7. FamalyUA — npoekr, 110 siBJisie CO00I0 colliayibHy Mepexy. TBOpIll 3aeBHSAIOTh: BOHU B3SUIM BCE HaMKpaIle
BIJI IHIINUX aHAJIOTIB 1 00’ € 1HAIIHN.
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8. Yachudo.com — ykpaiHcbka colliaibHa Mepeka, sSka HaJla€ YHIKaJIbHI MOXJIMBOCTI CIIJIKYBaHHS Ta MEepPCo-
Hayi3amii cBoro mudpoBoro mpoctopy. «A — uydo» yKpaiHChbKa COIMEpPEkKa, CIpsIMOBaHA HAa YKPAiHCHKUX 1 aH-
TJIOMOBHUX KOPHUCTYBaYiB, aJ’)Ke pOoCiiicbka MOBa y 111 colMepeski BIACYTHS. Jlu3aitH BiIp13HAETHCS BIJ JU3ANHY
THIITNX COIMEPEX, TAKOXK BIJICYTHIN My3UYHUIN PO3JILIL.

Yachudo

YKPAHCEKS COLiansHa Mepexa

IHINOZLTE HOBAE MYACBIE Py, CTpeanyiie NGOEMaLlin Npo T, WO Bac LEaaiT.
Mpospims CBoeD yHdaniacTe. MacKaBn Npoiuao B Yachisd!

=0 B
OO0 P &
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9. livebook — mpoekT, 1110 sABJIsi€ CO00I0 YHIKAIbHY YKPAiHCHKY COIllaJbHY MEPEXKY, Ka BOUpae B cede TIIbKH
HalKpaile 3 ycixX iCHyrounx aHanoriB. Hapasi nepeOyBae B ctaii po3poOKH.

10. 1ua.com.ua — cormianabHa MEpEkKa, U0 00’ €THy€E HACENIEH] ITyHKTH, CIIpusie 00MiHy iH(pOpMaIli€ro, akTUBHUN
dopym.

11. Haps — ykpaiHCbKa He3aJIe’kHa colliajibHa Mepeska, ctBopeHa 1 ciunsg 2014 p. Jlonomarae kopuctyBayam
B3a€EMOMISTH OAUH 3 0gHUM. JKUBHII UaT 3 MOBIAOMIICHHSIMH, KOMEHTapsIMH, OI[iIHKaMu, 0OMiHOM (oTorpadismu,
doToansbOMamu, irpaMu, rpynaMu, CTOpIHKaMU OpraHizalliii, My3uKolo, BiJeo, IHpopMalli€ro Npo KUTTEB] MOA1T
TOLLIO.

12. KaranyabTa — KOMYyHIKAI[IWHUN OHJIAWH-MalJaHYMK 3 OOMIHY TEKCTOBUMHU 1 TpadiuHUMU JAHUMU MIXK
KOPUCTYBa4aMH, 110 MPU3HAYECHUI BUKIIOYHO JIJISl COLIIAJIbHOI KOMYHIKAI[ll KOPHUCTYBAYIB.

13. SocialFace — Bce B oaHoMy. TyT MNOEAHYIOTbCS BCl «(DIMIKKW» BIIOMUX COLIAJIBHUX Me-
pex Facebook, Twitter, «BKonTakre» Ta HaBiTh Toprosuii maiiganuuk Slando (3rogom). Benrka komanaa MoJio-
JIUX TIEPCIIEKTUBHUX IOHAKIB Ta J[IBUAT CTBOPHIIA 1€ MPOEKT 3a CHUIBHOIO 17Ie€10. Y Cl cepBepH, Ha SKHUX IMPAITIOE
Mepexa, 3HAXOAAThCS B YKpaiHl 1 HaJlexkaTh ykpaiHisaM. HixTo He Mae BIUIMBY Ha colialibHy Mepexy SocialFace.
[IpoexT He cpsIMOBaHUI Ha OTPUMaHHS TPUOYTKY, METa COLIIAJIbHOT Mepexi — 00’ eqHaTH YKpaiHy B HAI[lOHAJb-
HIA Mepexi.

14. [Ipy3i — nie comianpHa Mepeka I MBHAKOI 1 3pyYHOI KOMYHIKaIIii M1 JIFOJJbMH 110 BCbOMY CBITY. 3aBJIaH-
Hs Mepexi «Jlpy31» — B KOXKEH OKPEMO B3SITHII MOMEHT 3aJUIIATUCS IBHUJIKMM 1 €CTETUYHUM 3aCO00M CIIIKYBaH-
Hs B Mepexi. Ha 100% anantyeTthest 10 Oynb-aK0ro MOOUTBHOTO €KpaHa, Tabjera abo cMapT-IPUCTPOIO.
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15. Googoodoo.com — coriaibHa Mepexa 3 MPUEMHUM Ta IHTYiTUBHO 3pO3yMUIUM JIM3aitHOM, TPU3HAYEHA JIJIsI

CHUIKYBaHHA 3 Apy3aMHU 1 ogHoxyMIsIMU. KoprcTyBauaM mponoHyeThest 6e37114 BOyJOBaHUX MOJIYJIIB, SIKI TOTIO-
MOKYTbh OpraHi3yBaTH MPOLEC HaBYaHHS, pOOOTH Ta MPOJIaXiB TOBAPIB.

u-rﬂmhﬂ
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TesaTHaHAE Becln MonHa BHKOpHC rnﬂrn‘md:nﬁm Taxow Bac
uexae yniinesa sMyanea, dinsuan 12 irps, ToMy QoOfy4asTech 40
BEMEED] KOMBHOH BWE cLOroaHI!
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16. Ravlyk Link — 11e mpoexT, 1110 00’ €/IHy€ JI0ieH 3 piI3HUMHU IHTEPECaAMU 3 YChOTO CBITY.

17. OAHOTrPpYNHUKH — Mepexa, 1o Haragaye «OaHOKIACCHUKNY.

18. Cycinm — comiansHa Mepexa, aKy poownn Ha npotuBary «BKontakte» 1 «OmpHOKIacCHUKaM». TUM He
MEHIII, Ha TOJIOBHIM CTOPIHII CAalTy € MOXKJIUBICTh MOITUTUCS UM CAaWTOM Y KOHKYPYIOUHX COIMEpexKax.
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19. hurtom.com — nopTai st 0OMiHY MaTepiajlaMy YKpaiHChKOIO MOBOIO. € Gopym, J1e MOKHA 0OTOBOPIOBa-
TU (ITEMU, KHIDKKH Ta KOMIT FOTEPHI iTpH.

20. uamodna — iHpopMaIlIifHO-pO3BaKAIbHA BeO-TIaTdopMa, 110 00’ €IHYE JIIOEH 3 YChOro CBITY. TyT MOXKHA
3HAWTH CTaTTI, IHTEPB 10, (HOTO, BiFICO, APTAOCIIIIPKCHHS, BUCBITJICHHS COILIAIbHUX MMUTaHb, aBTOPCHKI MOTJISIAN HA
aKTyalbHI MOJi1, TBOPYI Ta HAYKOBI TOPOOKH cydacHUKIB. [Hhopmartis 1yist peectpaliii MiHIMaIbHa, OKPIM I[LOTO
Ha Tu1atT@opMy MOKHa yBIWTH Yepe3 Facebook.

HaunnonyaAapHiini comiajabHi Mepe:xi
B KpaiHax CH/I i cBiTi

CrinkyBaHHS B COIIIAIBHUX MEPEKax BKe JaBHO CTajo OYJIEHHICTIO JJIsI Cy4acCHUX KOPUCTyBadiB Mepexi [H-
tepHeT. Ha mpocropax riobanbHOT Mepexi JTI0A1 BUPIITYIOTh 0€3/114 MUTaHb, IUIATHCS CBOIMU MEPEKUBAHHSIMH,
JEMOHCTPYIOTh MOMEHTH PAiCHUX TOJIIH XKUTTS, CTEKATh 3a TOA1SIMHU, 1110 BII0YBAOTHCS B )KUTTI P1IHUX 1 OJIU3b-
kux. Taka 3aTpeOyBaHICTh COIIaIbHUX MEPEXK HE 3AUIIUIACS HETIOMIUYEHOI PO3POOHHKAMU TTPOTPAMHHUX TIPO-
nykTiB. He 1uBHO, ajike KOKEeH X04e MPOCYHYTH CBI TOBAp, OTPUMATH T'JIHUNA MPUOYTOK 1 3arajbHe BU3SHAHHS.

Hapenemo pedTHHT HalOUIBII TOMYJISIPHUX COIIATIbBHUX MEPEXK, 110 MalOTh BEJIUKY ayAUTOPII0 KOPUCTYBAUiB y
cBiti 3a 2017 p. (xeperno: gs.statcounter.com, HABOIUTH CTATHCTHUKY 32 TAKUMHU caiiTamu, sik: Google+, LinkedIn,
Facebook, StumbleUpon, YouTube, Twitter, reddit, Digg, MySpace, NowPublic, iWiW, orkut, Fark, Delicious,
BKownrakte, Hi5, Yahoo! Buzz, Vimeo, Mixx, FriendFeed, Hyves, Bebo, Tuenti, Kaboodle, OnHoknaccHukH.

PedTUHT coniaIbHUX Mepe:K B YKpaiHi

Busnaunmo TenaeHIiro 3a 1soMa rpadikamu. [lepiuii rpadik mokasye cepe/iHIO BEJIMUUHY 3a OCTaHHI 12 Mi-
csiB (puc. 1).
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Other; 0,03%

news ycombinator_.com; 0,01%

Fark; 0,01%

StumbleUpon; 0,12%

Google+; 0,21%

Linkedin; 0,35%

reddit; 0,38%

Instagram; 0,48%

Tumbir; 2,17%

Pinterest; 4,88%

Twitter; 11,03%

YouTube; 13,94%

Vkontakte, 22,89%

Facebook; 43,50%

Puc. 1. Ykpaina (cepeane 3a 2016/2017 pp.)
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Hacrtynuuii rpadik conmepesk Bi1oOpakae MOMyJIsipHICTh CTaHOM Ha yepBeHb 2017 p.

Other; 0,01%

news.yocombinator.com; 0,01%
StumbleUpon; 0,33%
Google+; 0,30%

Linkedin; 0,443

reddit; 0,54%

Instagram; 0,56%

Tumblr; 1,46%

Vkontakte; 2, 45%

Pinterest; 4,07%

YouTube; 5,73%

Twitter; 32,05%

Facebook; 51,96%

Puc. 2. Ykpaina, yepsensn 2017

Sk BUITHO 3 pHC. 2, CHIIBHO «IPOCiB» noka3Huk BKoumakme. 1{ikaBo, 110 3TriIHO 3 CTATUCTUYHUMU JAHUMHU
foro micuie 3aiiHsIB Teimmep.
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B YkpaiHi mBHIKO 3pOCTA€ YKCIIO HOBUX COIliaIbHUX MEPEXK, Cepe/l IKMX TPH HAMBIJOMIIIIHX:
e Ukrainians.co

* Nimses.com

«  WEUA.info

TOII monmyAApHUX coriajabHUX miardgopm y Pocii
3riHo 3 perTuHroM gs.statcounter.com, B Pocii cepeiHbOpiUHI TOKa3HUKH Taki (puc. 3, 4):

Other; 0,02%
Vimeo; 0,01%
news ycombinator.com; 0,02%

StumbleUpon; 0,12%

Google+; 0,24%

Linkedin; 0,36%

reddit; 0,59%

Instagram; 1,04%

Tumbilr; 4,18%

Pinterest; 5,28%

Twitter; 11,52%

YouTube; 13,63%

Vkontakte; 26,64%

cebook; 36,35%

Puc. 3. Pocis, cepeane 3a 2016/2017 pp.
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Other; 0,02%

news ycombinator.com; 0,01%

StumbleUpon; 0,25%

Google+; 0,33%

Linkedin; 0,35%

reddit; 0,59%

Instagram; 1,84%

Tumbir; 2,29%

Pinterest; 3,88%

YouTube; 5,41%

Vkontakte; 11 80%

Twitter; 29,74%

Facebook; 35,48%

Puc. 4. Pocis, yepBenn 2017
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3rigHo 3 JaHUMU gs.seo-auditor.com.ru, METO0JIOTIS SIKOTO BIIPI3HAETHCS, PEUTHUHT TOMYJISIPHOCTI TaKHi:

CouiagbHa Mepe:ka HonyasipuicTs, %
BKonrakte 44,25%
Facebook 26,54%
OIHOKIIAaCCHUKH 11,37%
Twitter 4,13%
YouTube 14,57%
Livelnternet 0,73%
Moit mup@Mail.ru 0,09%
Kusoit XKypnan 0,95%
Blogger 0,49%
br6ubnor 0,01%
Xabpaxadp 0,03%
(WTHEBHUKU 0,07%
Google+ 0,17%
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HannmonyiapHinr comMmepe:ki B bistopyci
VY binopyci Takox aBa ninepu: BKowmaxme 1 @eticoyk (puc. 5).

Other; 0,02%
news.ycombinator.com; 0,02%
StumbleUpon; 0,07%

Google+; 0,25%

Linkedin; 0,31%

reddit; 0,38%

Instagram; 0,96%

Tumblr; 2,57%

Twitter; 5,73%

Pinterest; 5,85%

YouTube; 21 32%

Facebook; 30,17%

Puc. 5. Biiopycs (cepenne 3a 2016-2017 pp.)
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[Tpuvomy 3a migcymkom 2017 p. BK noctynuscst @5 1 BOHU MOMIHSIIUCS Y PEUTUHTY MicIsIMU (puc. 6).

Other; 0,02%
Digg; 0,01%

news ycombinator.com; 0,07%

StumbleUpon; 0,27%

Linkedln; 0,57%

reddit; 0,84%

Google+; 0,95%

Instagram; 1,00%

Pinterest; 13,89%

YouTube; 18,59%

Vkontakte; 25,76%

Puc. 6. Binopycs, yepsenn 2017
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PedTUHT OMYJIAPHOCTI comiaTbHUX Mepe:x y KazaxcraHi

Kopuctyaui 3 Kazaxcrany Binnatoth nepesary Peiicoyky (puc. 7).

Other; 0,02%
Fark; 0,01%
StumbleUpon; 0,105

Google+; 0,23%

reddit; 0,28%

Tumbir; 0,52%

LinkedIn; 0,54%

Instagram; 1,31%

Pinterest; 3,41%

Twitter; 6,28%

YouTube; 22,07%

Vkontakte; 28,63%

Puc. 7. Ka3zaxcran (cepeaue 3a 20162017 pp.)
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[Tpudyomy mepexeBuit pecypc BKonmakme y 11 KpaiHi T€X TPOXHU BTPATUB MO3UIIIT 3a MIJACYMKOM aHaIi30Ba-
HOTO POKY (puc. 8).

Other; 0,02%

news_ ycombinator.com; 0,02%

Fark; 0,03%

StumbleUpon; 0,38%

Google+; 0,46%

reddit; 0,72%

Tumblr; 1,02%

Linkedin; 1,14%

Instagram; 1,50%

Twitter; &,06%

Pinterest; 11,73%

Vkontakte; 17,38%

YouTube; 24, 26%

Facebook; 35,27%

Puc. 8. Kazaxcran, yepsenn 2017 p.

VY ka3axChKUX IHTEPHET-KOPUCTYBAYiB CTAOUIBHO MOMYJISIPHUN Bimeoarperatop Youtube.
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TeHaeHITil HOIMYJISIPHOCTI COIMEPE:K Y CBITOBOMY iHTEpPHET-IIPOCTOPi

HesMminauii migep cBiTy 3a CTaTUCTHKOIO gs.statcounter.com — Facebook (puc. 9).

Other; 0,02%

Fark; 0,05%

Google+; 0,13%

LinkedIn; 0,14%

Vkontakte; 0,21%

Instagram; 0,29%

StumbleUpon; 0,31%

YouTube; 0,40%

reddit; 0,50%

Tumblr; 1,17%

Twitter; 3,92%

Pinterest; 6,48%

Facebook; 85,38%

Puc. 9. Csir, cepeane 3a 20162017 pp.
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Pinterst 3aiimae apyre Mmiciie 1 aKTUBHO TT0YaB HaOyBaTH IMOIYJISIPHOCTI, B MEPITy Yepry, 4epe3 CBOi HOB1 MOX-
JIMBOCTI MOIIYKY 32 KapTuHkamu (puc. 10).

Other; 0,02%

news.ycombinator.com; 0,01%

Fark; 0,03%

Vkontakte; 0,10%

Linkedin; 0,14%

Google+; 0,14%

StumbleUpon; 0,21%

reddit; 0,35%

Instagram; 0,49%

Tumbir; 0,66%

YouTube; 1,65%

Twitter; 4,44%

Pinterest; 5,88%

Facebook; 85,87%

Puc. 10. Csit, yepBenn 2017 p.
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Twitter, K 3aBXIH, 3aliMa€ TTO3UTUBHO CTa01IbHI MO3MIIT. X04a HOr0o HOBUHHA CTpiuKa 3apa3 Habarato mnpu-
Ba0IMBIIIA.

3rigHo 3 JaHUMU 3 dreamgrow.com KiJbKICTh KOPUCTYBa4iB MEPEXK MO BChOMY CBITY B MICAIlb CTAHOBUTb:

Social network Monthly Visitors
Facebook 2,000,000,000
YouTube 1,000,000,000
Instagram 700,000,000

Twitter 313,000,000
Reddit 250,000,000
Vine (In January 2017, The Vine became the Vine Camera) 200,000,000
Pinterest 150,000,000
Ask.fm 160,000,000
Tumblr 115,000,000
Flickr 112,000,000
Google+ 111,000,000
LinkedIn 106,000,000
VK 90,000,000
ClassMates 57,000,000
Meetup 30,300,000

OTxe, Miaepu MarOTh BETUKHUI BIAPUB.
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Hamnsigominri coriaibHI Mepexi

Facebook

(Maitxe 2 MIIpJT BIIBiTyBadiB B MICSIIb).

CoulanpHa Mepexa, 3aCHOBaHa MOJI0 UM O13HecMeHoM Mapkom Ilykepboepzom, BIEBHEHO JNAUPYE Cepel] aHa-
joriuHux ceppiciB. [llomicsis 61M3bK0 ABOX MUTBSPAIB YOJIOBIK 3 PI3HUX KyTOUKIB IUIAHETH KOPUCTYIOTHCS LIUM
pecypcom 3 pizHoI0 MeTor0. Taka 3aTpe0yBaHICTh Y HACEIICHHS IUIAHETH 3000B’s13y€e DelcOyK MiIaITOBYBaTHCS
1] KOXKHOTO KOpucTyBaua. ToMy Ha cbOrojiHi icHye Oiibie 60 MOBHUX Bepciii BeO-pecypcy, 100 Joau 3 pi3-
HUX JIep>KaB MaJIM MOXKJIMBICTh CIIJIKYBaTHCS MK co00r0. He3Baxkaroum Ha >KOH1 mepurneTii 1 1HaHCOB1 KPH3H,
Facebook ycnimHo po3BUBaeThCA, 3adydaroun 10 ce0e BCe OUIBINY KITbKICTh HOBUX WICHIB KOPUCTYBadiB. A
3aCHOBHUK 1HTEPHET-MEPEXK1, KOPUCTYIOUUCH 3POCTAIOYOI0 MTOMYJISIPHICTIO CBOTO JIITHINA, HE BTOMIIFOETHCS KEPT-
BYBaTH OTPUMaHI IPOIIOBI KOIITH Ha OJAaroiiHICTh, THM CaMUM Ili¢ OLIbIIE 3aBOMOBYIOUHN JIFOOOB 1HTEPHET-KO-
PUCTYyBaYiB.

Twitter

(binpme 300 MiTH BiZBiTyBaHb HA MICSIIIb).

[ntepec no Teimmep MOSCHIOETHCS MPOCTOTOI0 BUKOPUCTAHHS LIbOT'O CEPBICY, a TAKOXK IIBUAKICTIO BiAoOpa-
YKEHHSI TTOB1IoMJIeHb. HeMae HI90oro mpocCTiloro, HiXK 3apeecTpyBaTUCS Ha CTOPIHII COIMEPEXKi 1 BiIpasy X IO-
TPamUTH y BUP TMOIIH, 1I3HABATUCSA OCTaHHI HOBUHHU, JIIJTUTUCS CBOEIO TyMKOIO 3 IHIIIMMH JIFOJIbMU TOIIO. T8immep
OyB 3aCHOBAaHMI Ha JIBa POKH Mi3HilIe, HIK DeticOyk, ane BKe BIEBHEHO Ha3J0raHs€ BU3HAHOTO Jiaepa. L co-
IiaJIbHa MEpeska MOoIyJsipHa B 6araTboX KpaiHax CBITY.
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Linkedin

(ITonan 100 MyIH KOPUCTYBaYiB B MICSIIb).

st Be6-cucTema ocobmmBo 3aTpedyBaHa cepe1 Oi13HecMeHIB. Taka J1t000B ITiIMPUEMIIIB 3 YChOTO CBITY MOSCHIO-
€THCSI JOCUTH MIPOCTO: BUKOPUCTOBYIOUH IIeH IHTEpHET-pECypc, MOKHA YCHIIIHO MTPOCYBaTH CBil O13HEC, 3aBOJIUTH
KOPHUCHI 3HAaHOMCTBA, IIYKAaTH CHIBPOOITHUKIB Y PI3HUX KyTOUKaX 36MHOI KyJIi, @ TAKOX OTPUMYBATH 3aMOBJICHHS
BiJl KOMIIAHBHOHIB, SIKI TPOXKMUBAIOTH JIAJIEKO BiJ HUX caMuX. TyT MOKHA 0€3 BEJIMKUX 3YCHUIIb PO3MICTUTH CBOE
pe3toMe abo OTOJIONICHHS PO BaKaHCIi, 3HAMTH KOMIaHii, Tpodiiab poOOTH SIKUX 301ra€ThCsl 3 BalllUMU IHTEpeca-
MH, 1 0arato 1HIIOTO.

Pinterest

(ITpu6muzuo 150 000 000 BiaBiAyBaHb MIOMICSII).

VY pelTHHTY CBITOBUX JiIepiB Pinterest 3aiiMae riHy MO3MINI0. X04a 3a KUTbKICTIO KOPUCTYBauiB Pinterest Ha
7-1 mo3uli, BIH MBHJKO Habupae nomyispHocTi. Kutem Ykpainu, Pocii, binopyci, Kazaxctany ta iHImumx kpain
kosmirHboro CPCP He3abapoM MOXKYTh BKIIFOUUTH IO COIIAIbHY MEPEXKY B CITMCOK JIiJIEPiB, OCKIIBKH BOHA Ma€
JIOCTATHIM MOTEHITIaJ.

Instagram

(700 000 000 xopucTyBauiB MOMICSIISI BIABIAYIOTh [HCmazpam).
Pecypc Instagram naGyB nomyJasspHOCTI 3aBJISIKA TPOJTyMaHOMY MEHEKMEHTY BlIacHUKIB PeticOyk. Came BOHU
BUKYIIMJIM TTpaBa Ha 1[0 COIlaIbHy MEpEXKY 1 BUBEIH 11 B JIiJIEPH.
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Kpim 3a3HaueHux BuIlEe, HABOJWMO ¥ 1HII COIliajbHI CEPBICH, sIKI BKJIIOUCHI JI0 JACSKHUX IMEpesiKiB HAUIOIy-
JNSPHIIIKX COMianbHUX Mepesx. Mnerhes npo Be6-pecypei Youtube (1 Mipz 3apeecTpOBaHUX KOPHCTYBAYiB), KM
3aitmae apyre micie. Kpim Toro, Bapro 3ragatu npo BKonTakre i OMHOKIaCCHUKH, OJIHI 3 HAUOLIBII YIIFOOJICHUX
wiaTGopM sl CHUIKYBaHHS, SIKUMU KOPUCTYIOThCs kutenl kpain CHJI. Tenep Ykpaina He BXOIUTB J0 CHHUCKY
WX KpaiH, OCKUTBKK HA TEPUTOPIi AepKaBU BOHU OJIOKYIOThCsl YKa3oMm [Ipesunenta Ykpainm.

Takox Bapto 3ragatu ipo Viber, WhatsApps, Telegram ta 1H1111 colialibHI peCypcH, SKi MPUCYTHI B pi3HOMa-
HITHUX PEUTHUHTaX.

Benukwuit BHOip BCUSIKUX COIMEPEX 3MYIIY€ iX BIACHUKIB MOCTIHO PO3BUBATUCS, @ KOPUCTYBadl TUTHKU BU-
IparoTh BiJ] TAKOTO CyMEepPHUIITBA. [ '0710BHE, 11100 KOHKYPEHIIis Oyjia 4YeCHOIO 1 3/T0POBOIO, 3 BUKOPUCTAHHSIM T1jb-
KM BIIKPHUTHX (1 3aKOHHUX) METOIB. A CIlouBaul Oy IyTh cami BUPIIIYBaTH, SKii caMe COIliaabHIi Mepexi BijI-
JaBaTH TIepeBary.

JInsa mozo, w06 couianvui mepexci 3aiHAIU CBOE MicUe 8 HAYKOGIIl, MEXHIUHII ma coyianvHill chepax, 60HU
Mawmov nPAMY8amu 6i0 HUHIWHBO20 NOYAMKOB020 CIMAHY 00 3pinocmi i cmamu CRIIbHUM [HCHPYMEHHOM
CYCRIIbHO20 HCUmMMmA Mma CRIAKYSAHHA IHopmayiiinozo cycninbcmea. Ilpozrno3zosanuii wmnax po3eumky — no-
0in cehep ennugy na mepercy KOHmMaKmis, 36°a3Ky ma npogheciitnux mepesiric.
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GLOSSARY

Ameoba — MoJienb, sIKa OKa3ye, SIK MPUPOJIHUM LUISIXOM BIJIOYBAETHCS PICT 1 PO3MHOKEHHS ame0.

Cafun — BUTbHO JOCTYTHUHM MAKET HA OCHOBI TEXHOJIOT1H MITYYHOTO KUTTH.

Classmates.com — cowiaJbHa Mepexa, crtBopeHa B 1995 p. Penmi Konpaacom, skuil 3acHy-
BaB Classmates Online, Inc.

Connect.ua — ykpaiHCchKa colfiajgbHa Mepeska, ctBopeHa B rpyani 2007 p.

E-cexutive.ru — mepexxa MeHeKEPIB.

EVS-moaeni — ancam0:11 31 3MiHHOIO CTPYKTYPOIO.

Facebook — Be6-caiiT nmonynispHO1 coliaibHOT MEpexi, 1o moyas npaifoBatu 4 grotoro 2004 p.

Hi5 — comianbumii MepexeBuil Be0-By30, sikuid 3 2007 p. OyB 0qHUM 3 25 HaOUTbII BIJBITyBAaHUX CAMTIB.

Insna.org — MmibkHapoHa Mepeka aHai3y COLIIAIbBHUX MEPEXK.

It-n.ru — mepesxa TBOPUUX BUUTEIIB.

Last.fm — [HTepHeT-IPOEKT My3U4HOI TEMATUKHU, OCHOBHHM CEPBICOM SIKOTO € 301p 1H(pOpMAaIlll PO MY3HKY,
10 CITyXa€ KOPUCTYBay, 1 11 Katajiorizailis B IHAUBIIyaIbHUX 1 3arajibHUX YapTax.

LinkedIn — comianbna Mepeska Jij1st IOIIYKY 1 BCTAHOBJICHHS A1JIOBUX KOHTAKTIB.

LovePlanet — Mepexka caiiTiB 3HallOMCTB, 110 MoYaja cBO poboTy B 2005 p.

MySpace — nonyJisipHui coliagbHO-MEPEKEBUI BEO-BY30J1, 1110 MPONOHYE OPIEHTOBaHY Ha KOPUCTyBaya Mepe-
Ky JIpy3iB, ocobuctux mpodimis, 610T1B, TpyM, GoTorpadiii, My3ukH 1 BiJIeo, CTaB BIUTMBOBOIO YACTHHOIO Cydac-
HOT HOIYJISIPHOIL KYJBTYpH, OCOOJIMBO B KpaiHax, JIe TOBOPAThH aHIIIIICHKOIO.

Orkut — comiansHa Mepexa, ctBopeHa Google, Ha3BaHa Ha yecTh TBOPIIS, npaiiBHuKa Google.

Twitter — comianpHa Mepeka, sika siBJisie CO00I0 MEpeXy MIKpOOJIOTIB, 110 I03BOJISIE KOPUCTYBauyaM HaJACHIIATH
KOPOTKI TEKCTOBI MOB1IOMJIEHHS, BAKOPUCTOBYIOUN SMS, Ci1yKOM MUTTEBUX MOB1IOMJIEHB 1 CTOPOHHI POTpaMu-
KJIIEHTH.

Webby.ru — mpoekT corianbHoi Mepexi npodeciiHuX 3HalOMCTB.

XML — mMoBa po3MITKH, 10 ()aKTUYHO € 3BOJACHHSAM 3arajJbHUX CUHTAKCUYHUX MPABUJL.

AKTOP — J1r04nii cy0’€KT; 1HIUBI, 1110 YMHUTH J110, sIKa CIIPSIMOBAHA Ha 1HIIIKX.
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AHaJi3 coniaJbHUX MepPeK — HAMPSAM CTPYKTYPHOTO MIIX0y, OCHOBHUMU LIJISIMU SIKOTO € JTOCJIIJIPKEHHS B3a-
€MO/TI MIJK COIliaTbHUMHU 00’ €KTaMH 1 BUSIBJICHHSI YMOB BUHUKHEHHS ITUX B3a€MOIIM.

Adisianis — nparHeHHst OyTH B TOBApPHUCTBI 1HIIKX JIFOJIEH, MOTpeda JIOAMHU Y CTBOPEHHI TEIUIUX, EMOLIIHHO
3HAYYIIUX BIJIHOCHUH 3 IHITUMH JIFOABMHU.

Buior — Be6-caiiT, rOJIOBHHI 3MICT SIKOTO — TUMYACOBI1 3aMKCcH, 300paKeHHS Ui MYJIbTUME/IA, 1110 PETYISIPHO
JI0J1at0ThCSI.

Baorocdepa — cykymnHicTh ycix OJ0TIB CUIBHOTH YH COIIAJILHOT MEPEXKI.

BigkpuTti cucteMu — Taki cucTeMu, AKi MATPUMYIOTCS B IEBHOMY CTaHi 32 paxyHOK O€3MepepBHOTO MPUILIHU-
BY 330BHI pEYOBHH, €Heprii, 1Hhopmarlii.

BincyTHi 3B’s13KHM — Taki 3B’S3KH, SIKI XapaKTEPHU3YIOThCA OpakoM €MOIIIMHOI CKIIaJ0BOi, Yacy, JOBIpH 1 B3a-
€MHOCTI.

linepreker — TEKCT A TEPersily Ha KOMIT'IOTEpi, SIKHA MICTHTH 3B’S3KM 3 I1HIIUMU JOKYMEHTaMH
(«rinep3B’A3KU» UM «TIIEPIOCUTIAHHS» ).

I'pa¢ — cykymHicTh HEMOPOXKHBOT O€37141 BEpIINH 1 O€37114i Map BEpUINH.

Jxeiimc bapHc — couionor, nepuuii BBiB MOHSTTS COLIATIBHOT MEPEXI.

JlucunaTuBHA cCHCTeMa — BIJKPUTA HEJHIMHA CHUCTeMa, sIKa € JAJIEKOI0 BiJl CTaHy TEPMOJUHAMIYHOI PIBHO-
Barm.

Jlomenne imM’ns — yHIKanbHe andaBiTHO-uM(ppoBe 1M’s, MO 1IEHTU(]PIKYE KOHKPETHHH  BY301
[aTepHery.

JloMiHyBaHHS$ — BIAXUJICHHS BiJl PIBHOMIPHOTO PO3MOJILTY 3B’ SI3KIB MIJK «IIEHTPAMI» 1 «KJIIKaMI».

EjlekTpoHHa momTa — MonyJsipHuid cepBic B IHTEpHETI, 1110 pOOUTH MOKIMBUM OOMIH JaHUMHU OYJb-SKOTO
3MICTY (TEKCTOBI JOKYMEHTH, ay/10, Bieodaiiiu, apxiBu, Mporpamu).

EnTponisi — B TepMoanHaMilLli Mipa eHeprii y TepMOAUHAMIYHIN cHCTeMI, sSka He MOXKe OyTH BUKOpUCTaHA JIJIs
BUKOHAHHS poO0TH. BOHA TakoX € MIpOI0 XaocCy, NPUCYTHHOTO B CUCTEMI.

EmeprenTHicTh — CTyniHb HE3BIHOCTI BIIACTUBOCTEN CUCTEMU JI0 BIIACTUBOCTEN OKPEMUX €JIEMEHTIB.

«KK» — 6mor-mmardopma 1l BEICHHS OHJIAWH-IIO/ICHHUKIB (0JI0TIB), a TAKOK OKPEMUH IMepCOHAIBHUM OJIOT,
pPO3MILIEHUH Ha 11l TIaTGopMi.
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IndopmaTnka — Hayka Npo BIACTUBOCTI, 3aKOHU, TIPOLIECH, METOJIU Ta 3acO0M POpPMYyBaHHS, yTBOPEHHS Ta I10-
mUpeHHst 1HGOpMAaIIii B IPUPOII 1 CYCIIILCTBI, B TOMY YHCJI1 32 JJOTIOMOTOI0 TEXHIYHUX CHCTEM.

Kuiik — nmijiBuilieHa MepexeBa HIUIbHICTb.

KoHTposb — MICT MIXK BEJIMKOIO KIJIBKICTIO BY3JIiB, SKUH KOHTPOJIIOE IMMOTOKH 1HGOpMAITii.

MapkeTHHI — yIIpaBJIiHHS CTBOPEHHSIM TOBApIB 1 MOCIYT Ta MEXaHI3MaMHU iX peaji3arii K €IMHUM KOMILICK-
CHHUM TIPOIIECOM.

MaTteMaTH4HAa MO/IeJIb — CHCTEMa MaTEMAaTUYHUX CITIBBIHOIIEHbD, SIKI OMMUCYIOTh JOCIIIKYBaHUH MpoIiec ado
SIBUTIIC.

Mopaeans — cripoliieHe nogaHHs ABUIL a00 00’ €KTIB JIMCHOCTI, 1110 HaJeXaTh A0 MPUPOJIU 1 CYCIUILCTBA, Y BU-
TSIl CXEM, PUCYHKIB, OTIMCIB, MaTEMaTUUYHUX (POpMYyJI, OYIb-SIKOTO peaJbHOro mpeaMeTa (sBuia abo mporecy),
JOCIIIKYBAHOTO SIK iX aHAJIOT.

IMomykoBa cucTemMa — OHJIAMH-CITY»0a, 1110 HaJla€ MOXKJIUBICTh MONIYKY 1H(hOpMAaIlii.

Ipeamer pociigkenHst iHpopMaTHKM — BIACTUBOCTI, 3aKOHOMIPHOCTI, TIPOIIECH, METOIM 1 3aco0u dopma-
mizamii iHpopMarlii (qaHuX 1 3HaHb), 11 MOJAHHS, KITLKICHOT OI[IHKH, 30epiraHHs, IEPETBOPCHHS 1 TMOMIMPEHHS B
OPUPOJIL 1 CYCHUIBCTBI, @ TAKOX 3aKOHHU CTBOPEHHS Ta BUKOPUCTAHHS JJI LIUX 1JI€H BIANOBIAHUX CUCTEM.

Paur By3J1a — HaliO11bIIIa KUJTBKICTHh B3a€EMOIIOB’ SI3aHUX BY3ITIB.

Panr miskoco0ucTiCHOT B3aeMOIii — MMOHATTS, SIKE T03BOJIsIE KIAaCU(DiIKyBaTH BITHOCHHH.

CailiT — CyKyIHICTh €JIEeKTPOHHUX JTOKYMEHTIB ((aiiiiB) nmpuBaTHOT 0ocoOu abo opraHizailli y KOMIT IOTEpHI
Mepexi, 00’ €THaHa IMij OJTHIEI0 aJpecoro.

CuHepreTuka — MDKIUCIUIUTIHAPHA HAYKa, 10 3aMa€ThC BUBYCHHSIM TIPOIIECIB CaMOOpraHizallii i BUHUK-
HEHHS, MIATPUMKH CTIMKOCTI 1 po3naay CTPYKTyp (CHCTEM) Pi3HOI MPUPOJIM HA OCHOBI METOAIB MAaT€MAaTHYHOI
b13uKH.

Cucrema MacoBoro 00CJIyroByBaHHsl — CUCTEMA, IKa BUKOHY€ OOCITyTrOBYBaHHSI BUMOT, IO HAJIXOASITh JI0 HEA.

CucremoJi0risn — HAyKOBO-TIpakTU4YHA cdepa AISTILHOCTI, TOB’s13aHa 3 BUBYEHHSM, OINPAIIOBAHHIM 3HAaHb Ta iX
3aCTOCYBaHHSAM Yy BUBUEHHI, IPOCKTYBaHH1, CTBOPEHHI, YIIPABIIHHI CUCTEMaMHU, SIBUIIAMU CUCTEMOTEHE3Y.

Caabki 3B’I3KM — 11¢ 3B SI3KH 3 JIIOJBMHU, SKUX MU MaiKe HE 3HAEMO, 3 IKUMH HE JLTMMOCS CBOIMHU IIEPEKH-
BaHHSAMM 1 HE MIATPUMYEMO BITHOCUHHU.
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Cayx06a coniaJbHHX Mepe:k — BeO-caiiT abo 1HIIa ciy6a y Web, sika 103BoJIs€ KOpUCTyBadaM CTBOPIOBATH
nyOsiuHy a0o HamiBIyOIiYHY aHKETYy, CKJIaJaTH CIUCOK KOPHCTYBadiB, 3 SKUMH BOHH MalOTh 3B S30K, Ta MEpe-
TJIS1aTH BIACHUM CIIMCOK 3B’SI3KIB 1 CIMCKH 1HIIUX KOPUCTYBAYiB.

CouiabesbHiCTh — TOBaPUCHKICTh, KOHTAKTHICTbD.

CouniajgbHa rpyna — o0’ eIHaHHS JIIO/ICH, 1110 MAIOTh 3arajibHy 3HAUyIlly COLladbHy O3HAKy, 0a30BaHy Ha IXHIi
y4acTi B JIeAKIA AISIbHOCTI, OB’ sI3aHY CUCTEMOIO BIJHOCHH, SIKI PETYIIOIThCS (hopMaTbHUMHU a00 HedopMaib-
HUMU COIIaIbHUMU THCTUTYTAMH.

ComianbHa Mepexka — corliaibHa CTPYKTypa, YTBOPEHA 1HIWBIIaMu a00 OopraHi3aiisiMu, BioOpakae po3Mai-
T1 3B’SI3KM MDDK HUMHU 4epe3 PI3HOMAHITHI COIliajbHI B3a€MOBIIHOCUHH, MIOYMHAIOYM 3 BUIIAJIKOBUX 3HAWOMCTB 1
3aKIHYYIOYM TICHUMU POJUHHUMU y3aMHU.

ComianbHa MCUXO0JIOTiA — PO3iNI, TaTy3b MCUXOJOTII, KA 3aMa€ThCS BUBYCHHSIM 3aKOHOMIPHOCTEH isUTh-
HOCTI JIFOJIMHUA B YMOBaX B3a€MO/Iii B COIIaJIbHUX TPyTIaX.

Couiosiorist — Hayka Mpo YMOBH, X1J CITIBXKHUTTS JIFOJEH Ta CIIOCTEPEKEHHS 32 HUMHU.

Couniorexniuynmuii 00’€KT — 00’€KT, B IKOMY OKpEM1 YYaCHHUKH MEPEXi — areHTH 3a JOIMOMOTOI0 CYKYITHOCTI
(13UYHOI CTPYKTYPH — KOMIT FOTEPIB YUACHUKIB MEPEkKI — CEPBEPIB KAHATIB 3B 43Ky 1 KOHLIEHTPATOPIB peanizy-
I0Th CBOT MOTpeOU B CIUJIKYBaHHI, BCTAHOBJICHHI KOHTAKTIB, MOIIYKY iH(OpMaIlii, poOOTH, BUPIIIYIOTh >KUTTEBI
3aBIAaHHS 1 3aMUCITIOIOTHCS HAJ[ 3aTAIbHOIOICEKUMU TIPOOIeMamMu.

Teopist iMmoBipHOCTEI — pO3/11JT MATEMATUKH, III0 BUBYAE 3aKOHOMIPHOCTI BUITAIKOBUX SIBUILL: BUMAKOBI TOI1,
BUITQ/IKOBI BEJIMYMHHM, 1X (PYHKIII1, BTACTUBOCTI 1 OTlepaliii HaJ HUMHU.

Teopisi mepkoJisilii — Teopis, MO ONMKMCYe€ BUHUKHCHHS HECKIHUYCHHUX 3B SI3HUX CTPYKTYp (KIacTepiB), IO
CKJIQZal0ThCA 3 OKPEMHX €JIEMEHTIB.

YHidopmizm — icropryHa reosoriyHa rinoresa, 3riiHo 3 KO B T€0JI0TYHOMY MUHYJIOMY JISUTH Ti K CHJIH 1 3
TI€IO K IHTEHCUBHICTIO, IO 1 B CYy4acHY €MOXY, TOMY 3HaHHS Cy4YaCHUX I€OJIOTIYHHX SBUII MOKHA 0€3 MOMPaBOK
NOILIKMPIOBATH HA TIYMAUY€HHsI I€0JIONYHOI0 MUHYJIOTO OyAb-sIKOT JaBHOCTI.

Xabpaxa0p — 6araTo()yHKIIIOHATLHUM CAWT, IO SBJISIE COOOKO TOEIHAHHS COIIABHOT MEPEXi 1 KOJIGKTUBHO-
ro OJory, CTBOpEeHHI /1 TyOsiKaiii HOBUH, aHAIITHYHUX CTaTeH, JyMOK, TIOB’SI3aHUX 3 BUCOKUMH TEXHOJOT1sI-
MU, O13HECOM Ta [HTEepHETOM.
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